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Preface 

 

“Space weather” means changes in the near Earth space environment. It 

is caused by varying conditions within the Sun’s atmosphere. The Sun emits a 

continuous stream of highly energetic particles and radiation of varying intensity. 

The surface of the Sun covers the large scale strong magnetic field as the 

Sunspots. After the discovery of telescope around 1610, the systematic 

observation of sunspots started. It was found that the number of sunspots on the 

surface of the Sun varies cyclically with time, going through repeated descending 

and ascending phase of a cycle. This cyclic variation of the sunspot number has 

the average period of about 11 years and is known as the solar cycle or the 

sunspot cycle or the solar activity cycle. Sunspots are the main sources of 

several events like the solar flares, eruptions, and coronal mass ejections. These 

events have serious and sometimes hazardous effects on space weather as well 

as satellites, air traffic on polar routes and modern-day technologies 

(telecommunication and electric power grids at high latitudes).  

We may also mention that the sunspot cycle has an important effect on 

the space environment and the Earth climate system. In the pre-industrial era the 

Sun was the main driver for the earth’s global temperature. Therefore, 

understanding the solar cycle is not only important to the solar and the stellar 

physics communities, but also to the space weather and the Earth climate 

communities. Solar activities are related with the magnetic fields of Sun. The 

strength of magnetic field at a typical point on the solar surface is a few gauss. 

However, it can be much higher in sunspots.  Sometimes the value of magnetic 

field was so strong due to which Solar flares occur. Solar flares cause 

geomagnetic storms, which affect the earth in numerous significant ways. The 

origin of the Solar wind is complex and the region of Solar wind acceleration has 

not been probed properly. Several publications discuss the variation in Solar 
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wind parameters which have durations of hours and boundary widths of tens of 

minutes. These variations  in the Solar wind parameter can also lead to better 

understanding of the nature and properties of the Solar wind plasma, the stability 

(or lack thereof) of these structures and the character of plasma instabilities. 

The present thesis entitled “Investigations of variability in Space 

Weather conditions: Using Advanced Wavelet Analysis Techniques” notify 

the research work done by me during my Ph.D. work. The thesis reports 

variability in space weather activity parameter using advanced non-linear 

techniques.    

The First Chapter entitled “Evaluation of Solar Activities by Advanced 

Computational Techniques” described the Sun and its variable parameters as 

well as used advanced computational techniques. The Sun is the ancestry of 

space weather and dynamical star. Solar dynamic and phenomena related to it, 

is a key part of understanding “Space Weather” conditions. During Solar flares 

and coronal mass ejection (CMEs) particles travel outwards in the form of Solar 

wind, which is associated with magnetic field of Sun. The electromagnetic 

radiation takes about 8 minutes to move from Sun to Earth; on the other hand the 

charged particles takes few hours to several days as move from Sun to Earth. 

The radiation and particles interact with the Earth's (geo) magnetic field and outer 

atmosphere in complex ways, causing concentrations of energetic particles to 

collect and electric currents to flow in regions of the outer atmosphere 

(magnetosphere and ionosphere). 

The Chapter Two named “Analysis of Sunspot Time Series during the 

Ascending Phase of Solar Cycle 24 using the Wavelet Transform” 

revealedthat sunspots are widely used to measure the rotational rate of solar 

surface. We are interested in the analysis of the temporal evaluation of the short-

term period present in sunspot time series (i.e. sunspot number and area) during 

the ascending phase of Solar Cycle 24. For the better understanding of variation 

in solar activity originated at different layers of the solar atmosphere with respect 
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to Solar cycles, we study the phase relation between sunspot numbers and 

sunspot areas using cross correlation analysis techniques based on extended 

wavelet based approaches such as continuous wavelet transform (CWT), cross -

wavelet transform (XWT) and wavelet coherence (WTC). In this study we found 

the short-term periodicity “27 days-rotational rate of Sun” for current solar cycle 

24 (January 2008-May 2013), which suggested that the Solar Cycle 24 has 

minimum solar activity. We have also investigated the correlation between both 

parameters and identify the unusual conditions in space weather. 

In Third Chapter entitled “Analysis of Short Term Periodic variation in 

Solar and Terrestrial Parameters” we analyze the solar wind plasma 

parameters such as interplanetary magnetic field, solar wind plasma 

temperature, density, speed and geomagnetic indices Dst, Kp and AE in the time 

range of ascending phase of the current solar cycle 24.  We have chosen the 

time period from January 2008 to December 2014. This study shows the periodic 

variations of Solar wind plasma parameters and corresponding change in 

geomagnetic indices. We conclude that solar rotational periodicity of 27 days was 

the most prominent period than short range periodicities i.e. 2, 9 and 14 days. It 

suggests that solar wind parameters are highly active at the equatorial location. 

Thus we conclude that wavelet transform is more suitable for short-term periodic 

analysis. 

In Chapter Four named “Phase Relationship between Sunspot 

Numbers and F10.7 cm Solar Radio-Flux using Cross-Recurrence Plots and 

Wavelet -Transform Techniques” deals with the investigations of phase 

relation between daily and monthly counts of sunspots and solar radio-flux at 

10.7 cm during complete Solar Cycle 23 and the ascending phase of current 

Cycle 24.  The nonlinear approaches such as cross-recurrence plots and 

advanced wavelet techniques are used to study the asynchronous behaviors of 

sunspot numbers with F10.7 cm solar radio flux. The results are in agreement 

with the past findings that solar activity maxima occur at least twice during a 

cycle: first, near the end of the increasing activity phase and then in the early 
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beginning years of the declining phase.  We also found that the odd and even 

numbered Solar Cycles 23 and 24 are essentially not in phase and have a phase 

difference of two months.  The sunspot number and solar radio-flux are in phase 

at the significant period of 27 days, which corresponds to one solar rotation, 

during the maximum phase of the cycles.  

The Chapter Five entitled “Multifractal Analysis of Sunspot Number 

time Series during Solar Cycles 20-23 and Ascending Phase of Solar Cycle 

24 ” deals with the Multifractal analysis of complex dynamical fluctuations in 

sunspot number data including Solar Cycles 20-23 and ascending phase of 

current Solar Cycle 24. To reveal the multifractal characteristic of monthly 

sunspot number are analyzed by singularity spectrum and multi resolution 

wavelet analysis technique. The result shows that singularities spectrum of 

sunspot data was well Gaussian in shape, which suggested the multifractal 

characteristic of data. Thus it was conclude that multifractal character provides a 

local and adaptive description of the cyclic components of sunspot number time 

series. The multifractality in sunspot number generates turbulence with the 

typical characteristics of the anomalous process governing the magnetosphere 

and interior of Sun. 

The Chapter Six “Multifractal Detrended Fluctuation Analysis (MF-

DFA) of Solar Wind Plasma Parameters during Solar Cycle 23” quantifies the 

multifractality in solar wind parameters precisely. Solar wind (SW) plasma 

parameters are continuously measured by many satellites based techniques. The 

data used for this study are the daily counts of Solar wind plasma parameters as 

temperature, density and speed from January 1996 to December 2006 (i.e. 

nearly the time span of Solar Cycle 23). The data were analyzed using the 

multifractal detrended fluctuation analysis technique in order to characterize the 

intrinsic scaling property of Solar wind plasma parameters. The Multifractal 

Detrended Fluctuation Analysis (MFDFA) method allows a reliable multifractal 

characterization of multifractal non-stationary time series of Solar wind plasma 
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parameters.  One reason to employ the DFA method is to avoid spurious 

detection of correlations that are artifacts of non - stationarities in the time series. 

In this thesis we analyze the periodicities and multifractal properties of 

various solar activity and solar wind parameters. The rotational periodicity of the 

sun is expected to provide useful information about solar interior dynamics and 

mechanism of generation of the solar magnetic field and its emergence on the 

solar surfaces. We found that wavelet power spectrum and global wavelet 

spectrum methods are very useful to identify the short term periodicities of 

interplanetary magnetic field, solar wind plasma parameter and terrestrial 

geomagnetic indices. The cross wavelet transform shows the strong phase 

interaction at the maximum phase of cycles and has the periodicity of 27 days 

associated with the average solar rotation period for active regions. Multifractal 

spectra provide information where singularities occur in data. Our findings 

suggested that multifractal analysis techniques are more efficient to capture the 

inherent richness of time series properties of solar wind plasma parameters. This 

research work surely gives some innovative idea to early researchers to 

investigate some new phenomena related to solar activity and solar wind 

parameters.  

 

(S. K. Kasde) 
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Chapter -1 

Evaluation of Solar Activities by 
Advanced Computational 
Techniques 

 

1.1 Introduction:  Space weather 
Space weather refers to the interaction of solar particles and magnetic 

fields with the magnetosphere of Earth. During Solar flares and coronal mass 

ejection (CMEs) particles travel outwards in the form of Solar wind, which is 

associated with magnetic field of Sun. The electromagnetic radiation takes 

about 8 minutes to move from Sun to Earth; on the other hand the charged 

particles takes few hours to several days as move from Sun to Earth. The 

radiation and particles interact with the Earth's (geo) magnetic field and outer 

atmosphere in complex ways, causing change in concentrations of energetic 

particles and electric currents to flow in regions of the outer atmosphere 

(magnetosphere and ionosphere). 

Figure 1.1 illustrated that Space weather not only affects the functioning 

of technical systems in space and on Earth, but may also endanger human life 

and health (Hill et al., 2000; Carlowicz and Lopez, 2002). It also affect  

electronic system (Love et al., 2000; Dorman, 2005), immediate and long term 

hazards to astronauts and aircraft crews (Garret and Hoffman, 2000; Jokiaho, 

2004; Defise et al., 2005), changes in electronic charging of satellites (Lai, 

1996, 1999; Baker, 2000), interruptions in telecommunications and navigational 

systems (Boteler et al., 1998; Kikuchi, 2003), power transmission failures 

(Kappenman, 1999; Pirjola, 1998; Daglis et al., 2004) and disruption to rail 

traffic signals (Label and Barth, 2000; Pirjola, 2003). Space weather is thus a lot 

more than the impressive auroras at high latitudes, with which are familiar and 

risk hazards due to space weather exotic phenomena pose serious threat 
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motivating rapid search for accurate analyzing, modeling and prediction 

methods (Turner, 2000; Bothmer, 2004). 

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.1:  Interaction of the space weather with Earth’s atmosphere 

1.2 The Sun as a Star 

The sun is one of the billions of stars that make up our galaxy. Its 

continuation is the consequence of the disintegration of interstellar gas clouds 

and dust which primarily reached in equilibrium state between the inward 

gravitation force and outward pressure forces, which include successive energy 

release from nuclear fusion. The total mass of sun is 4.6 X 109 kg, of which 

73.46% hydrogen, 24.85% helium, and small traces of large elements such as 

oxygen, iron, magnesium and silicon.  

In the standard stellar model of sun, it was assume that the interior of 

sun is in hydrostatic equilibrium state. In this state force of gravity compresses 

material radially inward, resulting in an opposing force due to the resulting 

gradient in gas pressure, 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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𝑑𝑃

𝑑𝑟
=

−𝐺𝑀𝑟ρ

𝑟2
                                       … … … . . (1.1) 

Where, 

𝑀𝑟 = The mass contained within a given radius  

  𝐺  = Gravitational constant 

𝑃  = Pressure  

ρ  = Density  

It was assumed that from the center to the solar surface pressure, 

density and temperature (T) decrease monotonically with radius. The gas 

pressure is helped by radiation originating from fusion in the core, contributing 

to internal heating as well as a radiative pressure force and due to the fact local 

thermodynamic equilibrium (LTE) is reached, implying that stellar material is 

thermalised and both the material and radiation field are in equilibrium. In this 

state the materials are assumed to be radiated as black-body. But the sun is 

not a perfect blackbody, as shown in Figure 1.2 by the comparison between 

theory and data. In figure thick line shows the observed solar spectrum with 

emission and absorption lines at short and long wavelengths, respectively and 

5762 K black body spectrum is indicated by the thin line.  

 

Courtesy:  Aschwanden, 2005 

Figure - 1.2 Comparison between theoretical and observed solar flux over wavelength 

In black body spectrum, the peak in emission wavelength,𝜆𝑚  is inversely 

related to temperature as,  
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                                                         𝜆𝑚𝑇 = 0.290[cmK],                                      … … … . . (1.2) 

Here 𝜆𝑚  is given in cm. This is known as Wien‘s displacement law. It 

was found that the peaks of solar emission were found in green region of visible 

spectrum corresponding to temperature of 5770 K at 𝜆𝑚 = 5030 Å. But the 

average of whole visible spectrum appears to white.  

The total energy emitted by any star is determined by integrating all 

equation of black body leads the Stephan-Boltzmann law, which is given as 

                                                              𝐽𝑏𝑏 = σ𝑠𝑏𝑇4                                                 … … … . . (1.3) 

Equation (1.3) gives the power radiated through a surface element of a 

black body. Here, σ𝑠𝑏 = 5.67 × 10-8Js-1m-2K-4, known as Stephan-Boltzmann 

constant. Integration of 𝐽𝑏𝑏  over a spherical surface yielding a monochromatic 

luminosity (given in equation 1.4), which is independent of wavelength λ. 

                                                       𝐿𝑏𝑏 = 4πR⊙
2 σ𝑠𝑏𝑇4 ergs−1                             … … … . . (1.4) 

Where R⊙ = the solar radius.  

1.2.1 The Stellar Equations of Structure 

The stellar equations of structure describe the stellar energy released in 

fusion from the core and transport all over the interior. The following equations 

form a closed system, known as the stellar equation of structure:  

 Equation of State: 

                                                      𝑃 =
𝜌𝑘𝛽𝑇

𝜇𝑚𝐻  
                                         … … … . . (1.5) 

 Mass Continuity:  

                                                      
 𝑑𝑀𝑟

𝑑𝑟
= 4𝜋𝑟2𝜌                                  …… … . . (1.6) 

 Energy Source 

                                                    
 𝑑𝐿𝑟

𝑑𝑟
= 4𝜋𝑟2𝜌𝜖                                 … …… . . (1.7) 

 Radiative Transport:  

                                                  
𝑑𝑇

𝑑𝑟
= −

3

4𝑎𝑟𝑐

𝑘𝜌

𝑇3

𝐿𝑟

4𝜋𝑟2
                    … …… . . (1.8) 

 Convective Transport:  
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𝑑𝑇

𝑑𝑟
= − 1 −

1

𝛾
 
𝜇𝑚𝐻

𝑘𝛽

𝐺𝑀𝑟

𝑟2
             … … … . . (1.9) 

Where 

µ  =   The mean molecular weight,  

𝑚𝐻 =  The mass of hydrogen,  

 𝑀𝑟 =  The integrated mass from the centre to a given radius,  

𝜖   =  The total energy emitted by nuclear reactions and gravitational    

heating (contraction) or cooling (expansion) per gram per 

second,  

𝑎𝑟 =   The radiation constant (𝑎𝑟 = 4σSB/c =),  

𝜅 =   The mean opacity (averaged over wavelength),  

𝐿𝑟  =  The integrated luminosity to a given radius,  

𝛾 = The ratio of specific heat a constant pressure (CP) to that at 

constant volume (CV).  

By using numerical methods equation 1.5 to 1.9 provide first-order 

prediction of the temperature, pressure, and density profiles within the solar 

interior. Figure 1.3 shows a highly detailed numerical solution of that equations 

proposed by Bahcall & Pinsonneault (Bahcall & Pinsonneault, 2004).  

 

Figure - 1.3: The BP2004 numerical model (Bahcall & Pinsonneault, 2004) of the solar 
interior.  

Stars undergoing fusion in their cores are governed by a mass-luminosity 

scaling law. The Sun falls on this stellar ―main-sequence‖ (as shown in Figure 

1.4) while undergoing fusion, which lasts for the order of 1010 years.  
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Figure - 1.4: A Hertzsprung-Russel color-magnitude diagram. The color bar indicates the 
spectral class and temperature range. The HIPPARCOS (black dots) and “Gliese 1991” 
(dark gray dots) catalogues have been used, excluding binary systems. The main stars 
studied in the Astrophysics Research Group at Trinity College Dublin are highlighted. 

Stars in non-fusion phases of evolution fall to the upper-right (red giants) 

and lower-left (white-dwarfs) of the main sequence. Stars on the main 

sequence can be classified by their spectra, which are related to their surface 

temperatures. The Sun is a G2 (yellowish) star. Stars may vary in their 

subsurface layers depending on mass and their stage of evolution.  

1.3 Structure of the Sun 

The standard model of the Sun is shown in Figure 1.5. The Sun has a 

dense core, where temperatures reach about 13𝑀𝐾. The temperature and 

density are sufficient to support nuclear fusion. The core is surrounded by a 

dense radioactive zone. It is so dense that the individual photons created in the 

core take about 106 years to reach the surface. Surrounding the radiation zone 

there is the convective zone, where energy is transported by large scale 

convective cells driven by the temperature difference between the inner and 

outer layers of the Sun. The surface of the Sun is known as the photosphere 

and is the boundary between the solar interior and atmosphere. The Solar 
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atmosphere consists of the chromospheres, transition zone and corona. The 

brief description of Sun and its various parts are described in next sub-sections. 

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.5: The standard model of the Sun 

1.3.1 The Core 

The Sun's core is the central region with a temperature of∼15MK and the 

density is about 150 g/cm³ (about 10 times the density of gold or lead). Both the 

temperature and the density decrease as one moves outward from the centre of 

the Sun. At this extremely high temperature and pressure nuclear reactions 

consume hydrogen to form helium. Burning of hydrogen in the core creates 

helium, which may diffuse outwards and form a shell as fusion continues. At 

this stage a chain of particle interactions start that begins with hydrogen nuclei 

and ends with helium nuclei, known as proton-proton (PP) chain.  This is 

summarized as follow, 

 Two hydrogen nuclei (H) fuse to form a deuterium (𝐷) nucleus, a 

positron (𝑒+), and an electron neutrino (𝑣𝑒);  

                                       𝐻1
1 + 𝐻1

1  →  𝐷 +  𝑒+ +  𝑣𝑒1
2                           … … … . . (1.10) 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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 The positron immediately annihilates with a nearby electron, producing 

two gamma rays (𝛾);  

                                                              𝑒+ +  𝑒− → 2𝛾,                          …… … . . (1.11) 

 The deuterium fuses with another hydrogen nucleus resulting in a 

helium(He) isotope with one neutron and another gamma ray is 

released;  

                                                  𝐷1
2 +  𝐻1

1  →  𝐻2
3 +  𝛾                           … … … . . (1.12)  

 Finally, two helium isotopes fuse, resulting in a helium nucleus with two 

neutrons and two protons. This process is represented by the following 

equations, 

                                                    𝐻𝑒2
3 + 𝐻𝑒2

3   →  𝐻𝑒2
4 +  2 𝐻1

1                           … … … . . (1.13) 

In the process about 25 MeV energy is generated. In the Sun, step I 

generates about 85% of the total energy, step II about 15%, with step III only 

contributing about 0.02%. The neutrinos generated by this process 

predominantly leave the core unhindered. Neutrinos pass right through the 

overlying layers of the Sun and can be detected on Earth, using large and 

complex detectors.  

1.3.2 The Radiation Zone  

In this region the energy is transported from the super hot interior to the 

colder outer layers by photons. Technically, this also includes the core. It 

extends from 0.25 to 0.75 R⊙, (i.e. solar radii) with a temperature range 

of 10 𝑀𝐾 −  5 𝑀𝐾. Due to the high densities in the core and radiation zone the 

gamma rays produced due to p-p chain constantly scatter when they meet with 

free electrons, protons and atomic nuclei. The scattering takes place, when an 

electron is completely free (Thompson), loosely bound with the photon 

wavelength being much smaller than the atom (Compton) or with the 

wavelength being much larger than the atom (Rayleigh). When a bound 

electron absorbs a photon bound-bound scattering takes place, in this process 

a electron transitioning to a less bound state, and are responsible for the 

spectral absorption lines in stellar spectra. In bound-free absorption energy of 

the absorbed photon is large enough to free the electron and also for ionizing 

the atom. During the free-free absorption process an unbound electron near an 
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ion absorbs a photon as a result the kinetic energy of the electron increases. 

For the solar interior, free-free and bound-free absorption dominates. Kramers‘  

states that when absorption cross-section for a given amount of material known 

as opacity, is dominated by bound-free and free-free absorption, 𝜅 ∝  𝜌𝑇−
7

2. 

Thus κ is indicative of the amount of absorption and increases rapidly with 

decreasing temperature, reducing the rate of radiative transport and further 

steepening the temperature gradient. 

1.3.3 The Convection Zone 

The visible surface of the Sun, extending down about 200000 𝑘𝑚, is 

known the convection zone. In this region, the largest part of the energy is 

transported to the surface in convection cells, where hotter plasma raises, cools 

and sinks again. The size of convection cells is strongly depends on the depth 

owing to strong ranging pressure scale height.   

 

 

 

Courtesy: Global Oscillation Network Group (GONG: Harvey et al., 1996). 

Figure - 1.6: The internal differential rotation of the Sun as obtained from 

helioseismology. The bottom of the convection zone lies at r =0.713 R⊙ 
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The region below the convection zone known as radioactive zone 

moving with constant  speed. On the other hand overlying convection zone has 

latitudinally depends on rotation and leads to a region of strong velocity 

gradients (shear) at the bottom of the convection zone, which is known as the 

tachocline (Spiegel and Weiss, 1980). A similar, but thinner region exists close 

to the surface, which is the Near Surface Shear Layer (NSSL), (see e.g. 

Thompson et al., 1996; Schou et al., 1998). The overall rotation is clearly not a 

profile of cylindrical rotation, but the contours of constant rotation are parallel to 

the rotation axis. In the Sun the contours are spoke-like, i.e. they are pointing 

radially outward.  Proper motion of Sunspot indicates a meridional circulation in 

the solar convection zone; first found by Tuominen (1941). The direction of this 

flow is poleward near the surface and equator ward inside the convection zone. 

The various dynamics process and the structure of the convection zone is vital 

field of research, because the turbulent motions and differential rotation are 

able to generate a large-scale magnetic field. That there is a mechanism of 

creating a magnetic field, called solar dynamo is not disputed either.  

1.3.4 Atmospheric Layers of Sun 

The energy of the Sun comes from its inner part (i.e. core) to the outer 

layers of its atmosphere. As we have discussed in the previous section through 

radiation zone to convection zone large amount of energy transported from the 

Sun‘s core. The short description of Sun‘s atmosphere and various phenomena 

related to it is given in following sub-sections. 

1.3.4.1 The Visible Surface (The Photosphere) 

The visible surface of the Sun is known as the photosphere (photo from 

the Greek for ―light‖), where optical depth 𝜏 for 500 𝑛𝑚 light is unity, which is 

often denoted as 𝜏500  and can be thought of as a surface of last scattering for 

solar optical photon. It temperature at the bottom is around 6500 𝐾, while at the 

top that is about 500 𝐾𝑚 above the ―temperature minimum‖ is 4400 𝐾. In this 

layer bubbles of hotter material well up from within the sun, divide the surface of 

the photosphere in to bright granules that expands and fade in several minutes. 

Sometimes huge bundles of magnetic field break through the photosphere 
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disturbing this boiling layer with a set of conditions known collectively as solar 

activity and create cool and dark regions known as sunspots. The detail 

discussion and 11 year cycle variation of sunspot is given in section 1.4. 

1.3.4.2 The Chromosphere (The Red Layer) 

The region just above the photosphere is called the chromospheres. It is 

about 1500 km thick and characterized by a temperature higher than that of the 

photosphere (about 10000 K compared to the 5800 K temperature of the 

photosphere). The density of the plasma (the amount of light emitted) drops 

rapidly with height in the chromospheres. The chromospheres can be very 

dynamic with hot jets of gas (spicules) extending high above the surface. These 

can extend thousands of kilometers above the Solar surface at velocities of 

about 20 to 100 𝑘𝑚 𝑠−1. The chromospheric temperature is inversely 

proportional to density, so it increases rapidly with height. Spicules and Solar 

prominences tend to be found at the edges of these cells. Filaments observed 

above the limb of the Sun, called prominences, are often characterized by their 

loop-like appearance.  

1.3.4.3 The Corona (The Sun’s Crown) 

The outer atmosphere of the Sun, which is visible during the Solar 

eclipse are called Solar corona. The corona (Latin for crown) expands out into 

space supersonically. The Solar gas that escapes into interplanetary space is 

called the Solar wind.  The corona is not spherically symmetric or equally bright 

in all directions. The visible photosphere is a million times brighter than the 

corona, and therefore the corona can only be seen when photographic plate is 

blocked. It is customary to subdivide the Solar corona into three zones, which 

all vary their size during the Solar cycle: (a) active regions, (b) quiet Sun 

regions, and (c) coronal holes. 

(i) Active Regions 

Active regions are located in areas of strong magnetic field 

concentrations, visible as sunspot groups in optical wavelengths or 

magnetograms. Because of this bipolar nature active regions are mainly made 
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up of closed magnetic field lines. Due to the permanent magnetic activity in 

terms of magnetic flux emergence, flux cancellation, magnetic reconfigurations, 

and magnetic reconnection processes, a number of dynamic processes such as 

plasma heating, flares, and coronal mass ejections occur in active regions. The 

heliographic position of active regions is typically confined within latitudes of 

±400 from the Solar equator. Active regions, also known as sunspots, appear 

within ±400 of the Solar equator and can grow to cover 1% of the Solar disk 

(Zirin, 1988). The dark interior of a sunspot is known as the umbra and the 

lighter area surrounding this is known as the penumbra. The penumbra consists 

of finer filaments which point radically away from the umbra in simple sunspots.  

(ii)  Quiet Sun 

The remaining areas outside of active regions were dubbed quiet Sun 

regions. Many dynamic processes have been discovered all over the solar 

surface, so that the term quiet Sun is considered as a misnomer, as justified in 

relative terms. Dynamic processes in the quiet Sun range from small-scale 

phenomena such as network heating events, nano-flares, explosive events, 

bright points, and soft X-ray jets, to large-scale structures, such as Trans- 

equatorial loops or coronal arches. The distinction between active regions and 

quiet Sun regions becomes more and more blurred because most of the large-

scale structures that overarch quiet Sun regions are rooted in active regions. 

(iii)  Coronal Holes 

The northern and southern polar zones of the solar globe have generally 

been found to be darker than the equatorial zones during solar eclipses. Max 

Waldmeier thus coined those zones as ―Koronale L¨ocher‖ (in German.i.e. 

coronal holes).  These zones are dominated by open magnetic field lines that 

act as efficient conduits for flushing heated plasma from the corona into the 

Solar wind, if there are any chromospheric up flows at their foot points. Due to 

transport mechanism, coronal holes are empty of plasma most of the time, and 

thus appear much darker than the quiet Sun, where heated plasma up flowing 

from the chromosphere remains trapped until it cools down and precipitates 

back to the chromosphere. Like our Earth atmosphere displays a large variety 
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of cloud shapes, from bulky stratocumulus to fine-structured cirrus clouds, the 

solar corona exhibits an equally rich menagery of loop morphologies, which can 

reveal important clues about the underlying magnetic reconnection and 

reconfiguration processes. Pointed and cusp-shaped structures may pinpoint 

coronal null points of X-type magnetic reconnection points, while circular 

geometries may indicate relaxed, near-dipolar magnetic field geometries. 

1.3.4.4 Solar Flares 

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.7: Solar explosive flare with coronal mass ejection 

Solar flares are sudden brightening in the solar atmosphere above 

sunspot groups (active regions). Richard Carrington was the first observed the 

first Solar flares in 1859.  Solar flares are powered by the sudden release of 

magnetic energy stored in the corona. It states that the energy is enlightened in 

the corona, and bigger the flares, the deeper layer is affected by it. According to 

the energy Solar flares can be classified as A, B, C, M and X, according to the 

peak flux (W/m2) of 100  to 800 picometer X – rays near Earth, measured by the 

GOES spacecraft. Because of the plasma heating, charged particles (electrons, 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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protons and heavier ions) accelerate by the Solar flares near the speed of light. 

They create electromagnetic radiation across the electromagnetic spectrum at 

all wavelengths from radio wave to the gamma rays of shortest wavelength. Our 

local space weather strongly influence by the Solar flares and associated 

coronal mass ejections (CMEs) depicted in Figure 1.7. Radars and other 

devices operating at decimetric wavelengths may disturb their orientation. Solar 

flares turn out in Solar wind (highly energetic particles) that can induce hazards 

radiation to Earth‘s magnetosphere, spacecrafts and astronauts. 

1.3.4.5 Prominences 

 

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.8: Prominences are one of the largest “entity” magnetic features of the Sun 

The  prominences  shown in Figure 1.8 are one of the largest ―entity‖ 

magnetic features on the Sun. Prominences are normally found during the total 

Solar eclipses and described to it as ―burning holes‖ or ―red flames‖ (Vassenius, 

1733), however before the 19th century some observations were done. In 1870s 

Angelo Secchi was the first   distinguished the prominences between quiescent 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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and eruptive prominences depicted in Figure 1.9 (Galsgaard and Lomgbottom, 

1999).  

 

Courtesy: Dutch open Telescope (DOT), www.staff.science.uu.nl 

Figure – 1.9: Sun showing quiescent prominence (Filament) The full length of filament 
taken in Halpha on October 6, 2004. 

Quiescent prominences are one of the largest magnetic features of the 

sun. They form on the time scales of a day and typically remains ―unchanged 

for up to a month and often end their existence through an eruption of Coronal 

Mass Ejections (CMEs).  Prominences are located in the solar corona and 

consist of plasma that has parameters comparable to that of the chromosphere. 

Quiescent prominences have a length of 60 to 600 𝑀𝑚, with a width of 5 to 

15 𝑀𝑚, its temperature varies from 4300 to 5500 𝐾. It has average electron 

density of 1010  to 1011  𝑐𝑚−3, and pressure of 0.1 to 1 𝑑𝑦𝑛/𝑐𝑚2 with magnetic 

field strength of 4 to 20 𝐺 (Bommier et al. 1994; Leroy et al. 1983, Athay et al. 

1983). There internal motion have a speed below 10 𝑘𝑚/𝑠. 

1.3.4.6 Coronal Mass Ejections (CMEs) 

The Sun errupt large amount of mass and magnetic field which is known 

as coronal mass ejections (CME).  R. Tousey was the first who  detected the  

Coronal mass ejections (CME) on December 14, 1971 using the 7th Orbiting  

Solar Observatory (OSO-7). Presently, Large Angle and Spectrometric 

Coronagraph Experiment (LASCO) instrument on board of SOHO is monitoring 

the CMEs continuously from 1995. Based on SOHO/LASCO measurments an 
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average speed of Coronal Mass Ejections range from  20𝑘𝑚𝑠−1 to 

27,0000𝑘𝑚𝑠−1.The effects of CMEs found indirectly at Earth for many  

thousands of years, due to it on the Earth‘s magnetosphere an aurora occur. 

Figure 1.10 shows the interaction of CME with the  magnetosphere of Earth.   

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.10:  Interaction of Coronal Mass Ejection towards the Earth’s atmosphere. 

When the ejecta come towards the Earth as an Interplanetary Coranal 

Mass Ejecetions (ICME), it  disrupt the Earth‘s magnetosphere  it compressed it 

on the dayside and extend the nightside tail.  It  creates trillions of watts of 

power which is directed back towards the Earth‘s upper atmosphere. This 

process can cause particularly strong aurora also known as the Aurora Borealis 

(Northern Hemisphere), and  Aurora Australis (Southern Hemisphere).CME 

dealings  with Solar flares, can disrupt radio transmissions, cause blackouts,  

damage to satellites and electrical transmission lines.The morphology of  CMEs  

consists of a three part structure: a bright leading edge, dark cavity and a bright 

core or kernel (Illing and Hundhausen 1986,   Plunkett et al. 2000).  CMEs 

originate from active regions,  having closed magnetic field  lines.  When 

amount of magnetic field is sufficient to allow the restraint of the plasma. The 

frequency of ejections depends on the phase of the Solar cycle: from about one 

every other day near Solar minimum to 5-6 per day near Solar maximum. 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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These values are also lower limits of frequency because CMEs propagating 

away from the Earth (―backside CMEs‖)  usually not  detected by coronagraphs. 

1.4 The Solar Cycle 

 Schwabe suggested that the sunspots appear in quasi-periodic patterns 

of about 11 years Solar cycle (Schwabe, 1844).   

 

Courtesy: NASA Marshall Space Flight Center  

Figure  – 1.11: The sunspot butterfly diagram.  

 The sunspots life time is relatively short from a days to weeks and start 

to appear at mid-latitudes (about 30-400) on both hemispheres while the time 

spends mostly new sunspots appear closer and closer to the equator and given 

use to famous butterfly diagram shown in Figure 1.11.The cyclic pattern of 

Solar activity from 1749-2000 was illustrated in Figure 1.12. It is divided in the 

period of Dolton minimum, End of Little Ice Age and Modern Warm Period that 

is current Solar cycle 24.The number of sunspots on the Sun waxes and wanes 

over an 11-year called the Solar Cycle.  Since sunspots are associated with 

solar activity (i.e., flares and other rapid releases of energy that can heat 

localized regions of the atmosphere of the Sun to many millions of degrees 

Kelvin), the Solar cycle also describes the level of activity and variability of the 

Sun. The sunspots typically have lifetime of 1 to 100 days but the total number 
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of sunspots changes with this quasi-regular 11-year cycle. The sunspots are 

regions of intense magnetic fields and the variation in their number indicates 

that the variation Sun‘s magnetic field. During Solar minimum the Sun‘s field is 

relatively simple and well ordered and resembles a dipole magnetic field, with 

the magnetic field coming out of one hemisphere and going in the other. Over 

the next five to six years, as the Sun approaches Solar maximum, the nice 

dipole configuration slowly disappears and the Sun becomes magnetically 

disorganized and highly structured. 

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.12:  The Long term Sunspot number variations form 1600 to 2000 

Solar maximum, over the next five to six years the magnetic field again 

becomes more organized and more dipolar.  In this transition the tilt of the weak 

dipole field can be very large with respect to the spin axis of the Sun, but as 

solar minimum approaches, the dipole axis orientation becomes more and more 

aligned with the spin axis. When the dipole field is reformed, it has the opposite 

polarity to the previous one. This change in polarity is what defines the 22-year 

magnetic cycle of the Sun, sometimes called the double Solar cycle or the Hale 

cycle. 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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The polarity of sunspot pairs also follows this cycle. For the first 11 years 

of the magnetic cycle, the leading spots of a particular hemisphere always have 

the same polarity, which is opposite to the polarity of the leading spot in the 

other hemisphere. The sunspot polarities then reverse for the next 11 years. 

Since the amount of solar activity follows this sunspot or Solar cycle, one would 

expect that the number of Solar disturbances that impact Earth would also 

follow this cycle. 

1.5 Variation of Solar Rotation with Latitudes 

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.13: Rotational rate of the Sun at different latitudes 

The Solar rotation was discovered instantly after the invention of 

telescope in about 1610. Carrington established the physically unique way to 

define the longitude on the differentially rotating surface of Sun. Therefore, 

Carrington proposed a notation and divided time into intervals of 27.27 days. 

First rotation was defined on November 9, 1853. Carrington rotations are 

related to the motion of the Earth around the Sun (i.e. the ―same place‖ at the 

Solar equator is toward the Earth after one Carrington rotation). The Sun is not 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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a solid object, but it is a ball of gas and plasma consequently, it does not rotate 

at the same rate as the other solid like Earth shown in Figure 1.13. The regions 

near the equator of Sun rotate with the period of 25 days. The rotation rate of 

Sun decreases with increasing latitude, therefore the rate of rotation is slowest 

near the poles. At its poles the Sun rotates with the period of 36 days. 

The interior of the Sun does not spin the same way as does its surface. The 

boundary between the inner parts of the Sun that spin together as a whole and 

the outer parts that spin at different rates is called the "tachocline".  

The behavior of the Sun's magnetic field is strongly influenced by the 

combination of convective currents and differential rotation of the outer layers, 

convective current  bring the charged plasma from deep within the Sun to the 

surface of Sun. Differential rotation is apparently the main driver of the 11-

year sunspot cycle and the associated 22 - year Solar cycle. The notion of 

differential rotation and convective motion drive these cycles was first put forth 

in 1961 by the American astronomer Horace Babcock, and is now known as the 

Babcock Model. 

1.6 Solar activity and its parameters 

1.6.1 Sunspot Regions 

Hale in 1908 was the first who found that the magnetic field of the Sun is 

very complicated both in space and time. On the surface of Sun spots are 

darker because they have lower temperature than their surroundings 

(Kirchhoff‘s emission law).  Sunspots are regions of decreased brightness in the 

photosphere, or surface layer of Sun, associated with strong magnetic fields. 

They are thought to be manifestations of an interior magnetic dynamo and are 

associated with activity in the atmosphere such as flaring and coronal mass 

ejections. Sunspot corresponds to an intense magnetic flux tube emerging from 

the convection zone of photosphere. Parker in 1955 explained the magnetic 

field of sunspot emerging from one spot and return to another because the 

sunspots usually appear in larger groups or in pairs. The sunspots and the 

magnetic field are closely related to each other. The strong magnetic field of the 

sunspots is due to the low temperature and the total pressure as well as 
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magnetic energy density ought to be in balance. The maximum diameter of 

biggest sunspot have about 20 000 km. The center of the spot is called umbra 

(its temperature is about 4100 deg K and magnetic field about 0.3 T) and 

surrounding the spot there may be penumbra it consists of dark and bright 

filaments as shown in Figure 1.14. 

Sunspot numbers are used to estimate the Sun‘s contribution to climate 

change (Lean and Rind, 2008) and to the modulation of galactic cosmic rays 

and the radioisotopes they produce in Earth‘s atmosphere (Usoskin, 2013). 

About 2,800 years ago, Chinese astronomers made the first recorded 

observation of sunspots (Clark and Stephenson, 1978).  

 

Courtesy: http://www.nasa.gov/mission_pages/sunearth/science/Solar-rotation.html 

Figure - 1.14: Image of a sunspot and Solar granulation obtained from Hinode spacecraft. 

The first regular daily (when weather permitted) observations of sunspots 

began in 1749 at the Zurich Observatory in Switzerland. Using data from 

Zurich, Samuel Heinrich Schwabe (1789–1875) recognized the occurrence of 

11-year Solar cycle in about 1844. He discovered the 11-year sunspot cycle.  

Swiss astronomer Johann Rudolf Wolf later characterized the 11-year period for 

http://www.nasa.gov/mission_pages/sunearth/science/solar-rotation.html
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the Solar cycle and developed a formula for quantifying sunspot activity, the 

Wolf number, which is still in use today (Hathaway, 2010) the cycle is not 

exactly 11 years but has varied from 9 to 14 years. In mid-nineteenth century, it 

had been clearly demonstrated that sunspots exist on the Sun and they have 

an 11-year cycle during which their number waxes and wanes. 

The relative sunspot numbers R is a measure of solar activity on the 

entire disk of the Sun. The relevance of the relative sunspot numbers lies 

particularly in longest time series of solar activity indices available. Thus, 

relative sunspot numbers provide the foundation of a continuous data set for 

research on the solar cycle and its long-term variations.  Analytically relative 

sunspot number R is defined as 

                                                         𝑅 =  𝐾 (10𝑔 +  𝑓)                                        …… …  (1.14) 

Where, g is the number of observed sunspot groups, f the number of spots and 

K is an observatory related correction factor.  

The Wolf number was introduced in 1848 by Rudolph Wolf, who was the 

first to compile daily Sunspot Numbers. The concept of correction factor K is 

introduced by Wolf‘s successors in 1882 at the Zurich Observatory to convert 

the actual daily measurements to the scale originated by Wolf (Waldmeier 

1961). This compilation of the so-called Zurich relative sunspot numbers is one 

of the most commonly used databases of Solar activity (Hoyt and Schatten 

1998a, b). Beginning with 1981, the Zurich relative sunspot program was 

replaced by the Sunspot Index Data Center (SIDC) in Brussels, which is the 

World Data Center for Sunspot Indices (Rishbeth 1991; Ruttenberg and 

Rishbeth 1994). In principle, sunspot areas are a more direct physical 

parameter, being closely related to the magnetic field. However, the reliable 

measurement of sunspot areas is not an easy task, and the results derived by 

different techniques and different observatories may differ by an order of 

magnitude (Pettauer and Brandt, 1997). This poses in particular problems for 

mid- and long-term investigations of solar activity. Sunspot areas are thought to 

be more physical measures of solar activity. Sunspot areas were given in units 

of millionths of a solar hemisphere (μHem). 
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1.6.2 Solar radio flux (F10.7 cm) 

The 10.7 cm Solar Radio Flux is the disc-integrated emission from the 

Sun at the radio wavelength of 10.7 cm (2800 MHz) (see Tapping and Charrois, 

1994). Measurements of this flux have been taken daily by the Canadian Solar 

Radio Monitoring Programme since 1946. Several measurements are taken 

each day and care is taken to avoid reporting values influenced by flaring 

activity. Observations were made in the Ottawa area from 1946 to 1990. In 

1990, a new flux monitor was installed at Penticton, British Columbia and run in 

parallel with the Ottawa monitor for six months before moving the Ottawa 

monitor itself to Penticton as a back-up. The F10.7 Solar radio flux, proposed 

by Covington from 1947 (Tapping et al., 2003) has become a standard measure 

of solar activity. It represents the microwave flux density at 10.7 cm wavelength, 

which corresponds to the electron Larmor frequency for |B| = 103 G. Shortly 

after its introduction, routine observations in Japan began at a set of four fixed 

frequencies (1.0, 2.0, 3.75, and 9.4 GHz), straddling the F10.7 frequency (2.8 

GHz) and encompassing the gyroresonance signature in the Solar microwave 

spectrum. Tanaka et al. (1973) used these and other data to establish a uniform 

absolute photometric standard for the microwave range. 

Since 1947, the measurements of F10.7 emission from the whole Solar 

disc at 2800 MHz (10.7cm wavelength) have been made by the National 

Research Council of Canada (NRCC). Until May 31, 1991 the observations 

were made at the Algonquin Radio Observatory, near Ottawa. Over 1990-1991 

the Solar radio flux F10.7 is measured at the Dominion Radio Astrophysical 

observatory in Penticton, British Columbia by the Solar Radio Monitoring 

Programme and available online at http://www.ngdc.noaa.gov/stp/space-

weather/.  

1.6.3 Solar Wind Plasma 

The Sun‘s gives off enormous gravity continuously evaporating into 

interplanetary space: the Solar Wind. As highly magnetized plasma it 

dominates a huge volume around the Sun which is called the heliosphere. The 

existence of the Solar wind was theoretically modeled by E Parker in 1958 and 

http://www.ngdc.noaa.gov/stp/space-weather/
http://www.ngdc.noaa.gov/stp/space-weather/
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experimentally verified in 1962.  It has been observed throughout wide parts of 

the heliosphere, as close as 0.29 AU and as far as 70 AU from the Sun, mainly 

in the ecliptic plane, but also both solar poles. The Solar wind as we see it from 

the Earth‘s orbit is characterized by an enormous variability in all its basic 

properties. The Solar wind proves one key link between the solar atmosphere 

and the Earth. The Solar wind varies in density, velocity, temperature and 

magnetic field properties with the Solar cycle, heliographic latitude, heliocentric 

distance and rotational period. It also varies in response to shocks, waves, and 

turbulences that perturb the interplanetary flow. 

The Solar wind mainly consists of two components: slow Solar wind 

(speed ~400 km/s), which originates from areas of closed magnetic fields on 

the Sun, and fast Solar wind (speed ~600 − 800 km/s), which originates from 

areas of open magnetic fields on the Sun, co-called coronal holes. Predominant 

location of coronal holes varies with the Solar cycle: during Solar minimum, 

coronal holes (of opposite polarity) are concentrated at the poles, whereas 

during the Solar maximum, numerous coronal holes appear at low latitudes, 

near the Solar equator. Characteristics of different Solar wind types at solar 

activity minimum are: 

   The fast Solar wind emerges from magnetically open coronal holes which 

are representative of the inactive Sun (i.e. the quite Sun). Consistently the 

‗quite‘ type Solar wind is found in high-speed streams. Although the major 

coronal holes usually cover the polar caps at latitudes beyond 400 - 600, 

the Solar wind emerging there over-expands significantly and fills up all 

heliosphere except for the 400 wide streamer belts close to the 

heliomagnetic equator. 

   The slow Solar wind of the minimum type originates from above the more 

active regions on the Sun. It is constrained to the warped streamer belt 

and comprises the large-scale heliospheric current sheet. The low helium 

content in this type of Solar wind indicates a larger release height. 
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    Plasma clouds released in huge eruptions at the Sun can often be 

discerned by the unusually high helium percentages (~30%) and other 

signatures. 

1.6.4 Interplanetary Magnetic Field (IMF) 

  The IMF is a vector quantity with three directional components (i.e. Bx, By 

and Bz) are oriented parallel to the ecliptic and Bz is perpendicular to the 

ecliptic. It is created by waves or other disturbances of the Solar wind. When 

the IMF and geomagnetic field lines are oriented anti parallel to each other, 

they can reconnect, resulting in the transfer of energy, mass and momentum 

from the Solar wind to the magnetosphere. The strongest coupling with the 

most dramatic magnetospheric effects occurs when the Bz component is 

oriented southward. The IMF is a part of Sun‘s magnetic field that is carried into 

interplanetary space by the Solar wind, because its field lines are frozen-in to 

the Solar wind‘s plasma. Due to Sun‘s rotation solar wind travels outwards in a 

spiral pattern (Parker Spirals). The IMF field is a weak field varying in strength 

near the Earth from 1 to 37 𝑛𝑇 with an average value of ~5 𝑛𝑇. 

1.6.5 Geomagnetic Storms 

Storms and sub storms are major constituents of geomagnetic activity 

and play a crucial role in efforts to define space weather (Kamide et al., 1998a; 

Freeman, 2001; Angelopoulos, 2008). Intense geomagnetic storms occurring at 

extreme solar events can affect modern life by disturbing technological systems 

(Baker, 2000; Daglis et al., 2001). The strength of geomagnetic storms is 

mainly reflected by the Dst index (http://swdcwww.kugi.kyoto-u.ac.jp/). The 

internal mechanism of geomagnetic fluctuations accompanying the 

development of geomagnetic storms and substorms is a complex nonlinear 

system. Some previous works have demonstrated the statistical self-affinity 

properties observed in the geomagnetic times series (Chang, 1999; Sitnov et 

al., 2001; Uritsky et al., 2001, Kovacs et al., 2001; Lui, 2002; Wanliss, 2005a; 

Balasis et al., 2006; Wanliss and Dobias, 2007). It has been found that 

variations of external geomagnetic field exhibit a power law spectrum with a 

spectral exponent varying over different lengths of time. This behaviour 

http://swdcwww.kugi.kyoto-u.ac.jp/


Page | 26 
 

indicates that the external geomagnetic field is a multiscale process (Uritsky et 

al., 2001; Balasis et al., 2006). Considering current efforts in understanding the 

magnetic geo-environment and improving space weather forecasting, it is 

evident that the use of classical methods, such as the Fourier Transform for 

analysing the magnetic signal, or the geomagnetic index Dst, cannot yield any 

information on the temporal evolution of geomagnetic storm activity (Balasis et 

al., 2006). 

Geomagnetic storms are large disturbances in the geo-magnetosphere 

often persisting for several days or more. It occurs when interplanetary 

magnetic field turns southward remains so for a prolonged period of time 

(Russel et al., 1974; Rostoker and Falthammar, 1967; Tsurutani et al., 1992). 

Reconnection between the southward directed (relative to the ecliptic plane) 

component of the Solar wind carried magnetic field (B),  Bz and the northward 

directed geomagnetic field can occur at the dayside magnetopause, resulting in 

the transfer of significant amounts of energy from the Solar wind into the Earth‘s 

magnetosphere. During a typical storm, an enhanced ring current is created 

and the auroral electro jets in both hemispheres move dramatically equator 

ward. This is evidenced by a decrease in the geomagnetic field at 

near‐equatorial magnetic stations and a large decrease in the Dst index that is 

currently compiled from the records from four selected stations (Sugiura, 

1991).   

During geomagnetic storms, the magnetic field measured at the Earth‘s 

surface is perturbed by strong electric currents flowing within both the 

magnetosphere and ionosphere. The aurora brightens and extends to low 

magnetic latitudes and intense fluxes energetic charge particles are generated 

within the magnetosphere. The variation of earth‘s magnetic field is usually 

expressed through magnetograms of declination (D), vertical intensity (Z) and 

horizontal intensity (H). The disturbance storm time index (Dst) has been 

introduced by the Sugiura (1964). 

A geomagnetic storm occurs if the following criteria are satisfied: (1) a 

significant disturbance occurs which means that the minimum Dst is less than -

30 𝑛𝑇; (2) a disturbance has obvious onset, main and recovery phase. The 
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isolated geomagnetic storms have important research values in all geomagnetic 

storms. The criterion using Dstmin given by Loewe has been adopted (Loewe 

and Prolss, 1997), as listed in Table 1.1. 

Table - 1.1: Classification of geomagnetic storm intensity 

Storm 

class 

Weak Moderate Strong Severe Great 

Dstmin 

range/nT 

-50~-30 -100~-50 -200~-100 -350~-200 ≤-350 

1.7 Space Plasmas and Magnetohydrodynamics (MHD) 

In MHD, the space plasmas are considered as electrically conducting 

fluid. It has successfully been applied to the contemporary field of heliosphere 

space plasma research to evaluate the ―macroscopic picture of various 

phenomena related with solar plasma by the use of conductivity fluid equation 

and numerical modeling and simulation. Short description of basic concept 

relevant to this work is given in next sub-sections. 

1.7.1 The Solar Wind as a Fluid  

In a first order of approximation solar wind plasma is to be considered as 

fully ionized plasma consisting of half protons and half electrons. Within the 

plasma charged particles are shield form one other according to length scale. In 

the presence of other ions within the plasma potential around the particle is 

mathematically given as 

                                                                        ∅𝑣 =
𝑞𝑒

−𝑟

𝜆𝐷

4𝜋𝑟
                                      … … … . . (1.15) 

Where q is the charge on the test particles and 𝜆𝐷 is the Debye length given by 
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                                                                        𝜆𝐷 =   
𝑘𝐵𝑇

𝑁𝑒𝑞2
                                 … … … . . (1.16) 

If the value of  
−𝑟

𝜆𝐷
 is large the potential is small and test particles does not 

affect the surrounding ions. For solar wind the value of 𝜆𝐷 is approximately 10 

meters in length at 1 AU. For effective shielding, the total number of particle 

within the Debye sphere must be very large. The total number of particles 𝑁𝐷 , 

must be analytically given by 

                                                                       𝑁𝐷 =
4

3
𝜋𝑁𝑒𝜆𝐷 

3                                … … … . . (1.17) 

Within the solar wind value of 𝑁𝐷 approximately equal to 1010 . Hence the 

solar wind can be considered as ideal plasma and it possible to describe it 

using the ideal gas law. Due to overlapping of Debye sphere of many particles, 

the plasma exhibits fluid behaviour and can be modelled using magnetohydro 

dynamics (MHD) (de Pater and Lissauer, 2001) and the solar wind can be 

considered collisionless. 

1.7.2 The Frozen-in Flux Theorem  

It states that the magnetic field within the moving plasma like space 

palsma will move with the velocity of plasma. Even when the surface moves 

with the plasma, the flux remains the same. This is equivalent to saying that the 

flux is frozen within the plasma or that the field lines move with the plasma. This 

theorem is proven in most plasma physics textbooks. We will follow closely the 

concise but clear discussion given by Schmidt (1979). Now we first consider the 

induction equation displayed below 

                                                     
𝛿𝐵

𝛿𝑡
= ∇ ×  𝑣 × 𝐵   +

∇2𝐵  

𝜇0𝜍
                            … … … . . (1.18) 

Here 𝜇0 is the permeability of free space and 𝜍 is the plasma 

conductivity. The first term in the right side of the equation (1.18) shows the 

convective term and the second term shows the diffusive term. The ratio of 

these term are taken as magnetic Reynolds number 𝑅𝑚 , and given as 
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                                                         𝑅𝑚 ≈ 𝜇0𝜍𝑣𝑐𝐿𝑐                                              …… … . . (1.19) 

Where 𝑣𝑐  and 𝐿𝑐  are characteristics speed and scale length respectively. 

If 𝑅𝑚 ≫ 1, the convectiom term dominates and the plasma is said to be 

in its convective limit. With this limit the induction equation (1.18) as be 

rewritten as 

                                                              
𝛿𝐵

𝛿𝑡
= ∇ ×  𝑣 × 𝐵                                      … … … . . (1.20) 

The differential form of Faradays law for electric field vector 𝐸   is given as 

                                                               
𝛿𝐵  

𝛿𝑡
= −∇ × 𝐸                                            … … … . . (1.21) 

Now under the convective limit, we are able to write the electric field vector 𝐸   as  

                                                              𝐸  = −𝑣 ×  𝐵                                              … … … . . (1.22) 

And vector 𝑣  as 

                                                                  𝑣 =
𝐸  × 𝐵  

𝐵2
                                             … … … . . (1.23) 

To derive an frozen-in flux theorem, let us consider a surface in space as 

shown in Figure 1.15 which is threaded by a magnetic flux, F, in a plasma of 

𝑅𝑚  ≫ 1 (i.e. for the solar wind). 

 

 

 

  

 

Figure - 1.15: Surface C in space threaded by a magnetic field 𝑩    and perpendicular 

electric field 𝑬    

𝐵   

𝑣  

𝐸   

𝐶 
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Now we start with the integral form of Faradays law  

                                      
𝛿𝐹

𝛿𝑡
= − 𝐸  . 𝑑𝑙    =  [𝑉     × 𝐵  ]. 𝑑𝑙    

𝑐𝑐

                            … … … . . (1.24) 

Now, consider a small segment of length dl of the surface in Cartesian 

coordinate, where x is aligned with the surface, y is towards the center of the 

surface and z is normal to the plane of the surface, as depicted in Figure 1.16.  

   

 

 

 

 

 

 

 

 

Figure - 1.16: Diagram of a segment of surface, C 

If the magnetic field moves with the velocity 𝑣    , then the rate of magnetic 

flux transfer across the length dl is given by the equation 

                                                      
𝑑𝐹

𝑑𝑡
= 𝑣𝐵𝑑𝑙 =  𝑣 × 𝐵   . 𝑑𝑙                                  … … … . . (1.25) 

Now taking the integration across whole surface equation (1.25) can be 

rewritten as 

                                     
𝑑𝐹

𝑑𝑡
= − 

𝑑𝐹

𝑑𝑡
=   𝑣 × 𝐵   . 𝑑𝑙    

𝑐

 
𝑐

                                … …… . . (1.26) 

𝒗    

X=dl 

z 

y 

𝐵   𝐵   
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As the equation (1.24) and (1.26) is in the same form, then the assumption that 

the magnetic field must move with the plasma velocity must be true for 𝑅𝑚 ≫ 1. 

1.7.3 Magneto-hydro-dynamic (MHD) waves  

Magnetohydrodynamic waves are found in a wide variety of space 

plasma. These MHD waves are produced by restoring magnetic and thermal 

forces in the solar wind. Alfven waves are transverse waves which produce 

changes in the local magnetic field perpendicular to the magnetic field lines, but 

do not compress the solar wind plasma. The dictation of MHD waves in space 

plasma is habitually indirect, by matching the corresponding properties like 

propagation speed or variation in pressure and also with theoretically deduced 

properties while the magnetosphere and solar wind offer direct in situ 

measurements. A difficulty in the detection of MHD waves in space plasmas 

has been the comprehension that generally such plasmas are strongly 

inhomogeneous, structured by magnetism, plasma density and temperature 

variations, or by plasma flows. This strong inhomogeneity brings about 

complications in the description of magnetohydrodynamic wave phenomena, 

with magnetic flux tubes and plasma flow tubes being of special interest. In the 

solar atmosphere, sunspots, solar photospheric magnetic flux tubes, coronal 

loops and polar plumes are examples of flux tube structure, and oscillatory 

phenomena have been detected in all of them. Oscillations have also been 

detected in solar prominences and generated by solar flares. 

1.7.4 Magnetic Reconnection  

Magnetic reconnection is a fundamental dynamical process that is 

ubiquitous in astrophysical plasmas. Reconnection is universally established to 

be a key component in many astrophysical phenomena. Historically, the 

concepts of reconnection are based on the original two-dimensional (2D), 

steady-state models which employed a magnetohydrodynamic (MHD) 

description of the plasma. On typical dynamical time scales adequately hot 

spatially extended plasma behaves something like as an ideal fluid in the sense 

that resistive effects are ignorable. As a result, the magnetic field is ‗frozen‘ to 

the plasma motion and magnetic topology is conserved. This sets strong 
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limitations on the accessible dynamical states. Large-scale magnetic flux tubes, 

which are strongly stretched out by the plasma pressure, as for instance 

observed in planetary magnetospheres or in stellar coronas, would be unable to 

release large amounts of their energy and return to a correspondingly relaxed 

state, as long as the plasma is trapped in the flux tubes. Beginning in the late 

1950s, several authors, including P A Sweet, E N Parker, H E Petschek and J 

W Dungey, introduced magnetic reconnection as the central process allowing 

for efficient magnetic to kinetic energy conversion in solar flares and for 

interaction between the magnetized interplanetary medium and the 

magnetosphere of earth. 

1.8 Solar Wind-Magnetosphere Coupling 

In our solar system many planets have their own magnetic fields, in form 

of magnetic ―bubbles‖ within the Heliospheric Magnetic Field (HMF) and protect 

the planetary atmospheres and surfaces from the solar wind and energetic 

particles. Inside this magnetic bubble the plasma is mostly frozen-in to the 

magnetic field and because the magnetic pressure dominates, the bubbles are 

called ―magnetospheres‖. According to frozen-in theorem it is impossible to 

enter the solar wind in to the magnetosphere. Due to variation in field inside 

and outside the magnetosphere there is a sheet between two which is known 

as ―magnetopause‖. The width of this sheet is so small which allow the 

breakdowns in the frozen-in theorem because the field can diffuse through the 

plasma. Particular, in region where the fields are oppositely directed magnetic 

reconnection can occur which reconfigures the fields to produce open 

magnetospheric field lines that thread the magnetopause and connect the 

magnetospheric field to the interplanetary field. Some solar wind plasma can 

flow along these field lines into the magnetosphere. The shape of each 

magnetosphere is not an ideal magnetic dipole but it depends on variation in 

the solar wind speed and pressure. Generally the shape of magnetospheres is 

extended tear-drop shapes with a compressed dayside and an extended tail on 

the nightside. Local enhancements in the solar wind speed and pressure cause 

the planetary magnetospheres to become increasingly distorted with a more 

compressed dayside and a more compacted tail (Sibeck et al., 1991). A 
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schematic of Earth‘s magnetosphere is given in Figure 1.17 from Pulkkinen 

(2007), which displays the key regions of the magnetosphere.  

 

Courtesy: Space Weather Prediction Center homage  

Figure  - 1.17: Model of the magnetosphere. 

The component of 𝐵𝑧  in the HMF (if HMF is northward directed with 

respect to the Earth‘s magnetic dipole) has a great impact on the transport of 

plasma through the magnetosphere and impacts plasma populations, currents 

and phenomena such as the aurora borealis at Earth (Milan et al. 2000). On the 

other hand if 𝐵𝑧  is negative (i.e. the HMF is southward-directed), then magnetic 

reconnection can occur at the dayside magnetopause, given that the 

magnetospheric field here is positive (Tsurutani and Gonzales, 1997). It allows 

the solar wind plasma to travel along the HMF lines to access magnetospheric 

field lines by flowing along the open field lines across the magnetopause.  

On the dayside, the field aligned inflow and convection join to permit the 

plasma entering along open field lines to reach right down into the upper 

atmosphere and can generate a characteristic red aurora there. Due to 

magnetic reconnection the dayside magnetosphere is wrinkled as field lines are 
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opened and dragged into tail. These tail comprises field lines which pointing 

away from the Earth in the southern hemisphere and towards it in the north, 

between these two field orientation a current sheet must exist which is called 

―cross-tail current‖ sheet. In this region open field lines connected with the north 

and south polar caps of Earth assemble and reconnect to become closed 

again. The annual average of variable orientation of the IMF gives a constant 

factor and the mean 𝐵𝑧  is proportional to the mean HMF field strength 

(Lockwood, 2013). The strength of the convection circulation in the 

magnetosphere and all associated currents in Earth‘s ionosphere, depend on 

the IMF 𝐵𝑧  component. Negative 𝐵𝑧  and enhanced strength of HMF generate 

additional open flux in the magnetosphere and expand the polar caps. The 

reconnection of magnetic field lines generate green and ultraviolet aurora and 

collapse down towards the Earth. They bring auroral particles down into the 

Earth‘s upper atmosphere and forming a ring around the polar cap called 

―auroral oval‖ (see Figure 1.18).  

 

Courtesy: NOAA 

Figure – 1.18: A model of the auroral oval as seen from the space over on top of the 
visible image of earth 
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The solar wind dynamic pressure compresses the tail field, so the peak 

moves towards the Earth. So open flux increases in the tail and auroral 

expands towards the equator. The pole ward edge of the auroral oval is the 

open-closed field line boundary. However, there is often a dark region between 

the two where aurora is sub-visual because in response to adding open flux the 

oval moves further equator-ward than the polar cap boundary. Usually aurora is 

expanding to fill the dark region between it and becomes more structured and 

dynamic.  

1.9 Methods of Analysis 

A great variety of non-linear techniques based on wavelet and cross-

recurrence plots (CRPs) have been used in this thesis to analyze various Solar 

activity index such as sunspot number and area, Solar radio flux (F10.7cm flux), 

Solar wind plasma parameters and interplanetary magnetic field (IMF) .  

1.9.1 Wavelet Transform 

Wavelet analysis performs the estimation of the spectral characteristics 

of a time series as a function of time, revealing how the different periodic 

components of the time series change over time.  It is appropriate to analyze 

irregular distributed events and time series that contain non-stationary power at 

many different frequencies. One major advantage of the wavelet transform is 

the ability to perform natural local analysis of a time series the wavelet 

stretches into a long function to measure the low frequency movements, and it 

compresses into a short function to measure the high frequency movements. 

The discrete wavelet transform (DWT) rely in many works by (Ramsey and 

Lampart, 1998a and 1998b and Ramsey, 1999 and 2002; Gencay, et al., 

2001a; 2005, Connor and Rossiter 2005, Gallegati and Gallegati, 2007). 

Several applied fields are making use of wavelets such as astronomy, 

acoustics, data compression, nuclear engineering, sub-band coding, signal and 

image processing, neurophysiology, music, magnetic resonance imaging, 

speech discrimination, optics, fractals, radar, human vision, pure mathematics, 

and geophysics such as tropical convection, the El Nino-Southern Oscillation, 
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atmospheric cold fronts, temperature variability, the dispersion of ocean waves, 

wave growth and breaking, structures in turbulent flows, and stream flow 

characterization (Farge, 1992; Graps, 1995; Torrence and  Compo, 1998). 

1.9.1.1 Discrete Wavelet Transform (DWT) 

 The Discrete Wavelet Transform (DWT) is usually based on the dyadic 

calculation of position and scale of a signal (Chou, 2007). The DWT is excellent 

for denoising the signals (Fugal, 2009). The DWT of a vector is the outcome of 

a linear transformation resulting in a new vector that has equal dimensions to 

those of the initial vector (Chou, 2011). This transformation is the 

decomposition process. In this study all the time series (for all the Solar Cycles 

20-23 and current Solar Cycle 24) decomposed using the Duabechies and 

Coifman wavlelts. Daubechies wavelet provides compact support (Vonesch et 

al., 2007), indicating that the wavelets have non-zero basis functions over a 

finite interval, as well as full scaling and translational orthonormality properties 

(Popivanov and Miller, 2002; de Artigas et al., 2006). These features are very 

important for localizing events in the time-dependent signals (Popivanov et al., 

2002).  DWT decompose the time series into approximation and detail 

components. 

1.9.1.2 Continuous Wavelet Transform (CWT)  

The continuous wavelet transform (CWT) maps the original time series, 

which is a function of just one variable time it transform  into a function of two 

variables time and frequency, providing highly redundant information. The CWT 

are becoming more widely used by many researchers (Raihan et al., 2005; 

Jagric et al., 2004; Crowley et al., 2008; Aguiar-Conraria,et al., 2008, Baubeau 

and Cazelles, 2009;  Rua and Nunes, 2009;  Rua, 2010 and Aguiar-Conraria 

and Soares, 2011a and b) provide some examples of useful economic 

applications of these tools. 

1.9.1.3 Cross Wavelet Transform (XWT) 

The cross wavelet transform (XWT) is an extension of wavelet 

transforms to expose their common power and relative phase in time-frequency 
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space between the two time series (Li et al. 2005). The cross wavelet transform 

of the two time series X and Y is defined as 

                                                           𝑊𝑋𝑌 =  𝑊𝑋𝑊𝑌∗,                       ………… (1.27) 

where * denotes complex conjugation, and 𝑊𝑋 and 𝑊𝑌 are the 

continuous wavelet transforms (Grinsted et al. 2004). The complex argument 

𝑎𝑟𝑔 𝑊𝑋𝑌  can be interpreted as a local relative phase between X and Y in time-

frequency space. Cross-wavelet power reveals areas with high common power. 

1.9.1.4 Wavelet Coherence Transform (WTC) 

The wavelet coherence (WTC) is an estimator of the confidence level for 

detection of a time-space region of high common power and consistent phase 

relationship calculated by the cross wavelet transform between two time series. 

The measure of wavelet coherence is defined between two continuous wavelet 

transforms and it may indicate coherence with high confidence level even 

though the common power is low; it closely resembles a localized correlation 

coefficient in time – frequency space and varies between 0 and 1.    

1.9.2 Cross Recurrence Plots (CRPs) 

 The CRPs is the extension of recurrence plots able to investigate the 

time dependent behavior of two processes which are both recorded in a single 

time series (Zbilut et al., 1998; Marwan and Kurths, 2002; Marwan et al., 

2002a). The fundamental approach of this method is to compare the phase 

space trajectories of two processes in the same phase space. The detail 

information of this method was given in Chapter- 4. 

1.9.3 Multifractal 

The process fractal was found by Mandelbrot (1983) to distinguish a 

rough or fragmented geometric shape that displays a large degree of self 

similarities within its own fractional dimensions. In recent years, fractal patterns 

have been extensively studied in diverse fields, ranging from physics to finance. 

Hurst (Hurst, 1951) introduced the rescaled adjusted range analysis (R&S 

analysis) for his hydrological study. Peng et al., (1994) overcome this difficulty 

and proposed the detrended fluctuation analysis (DFA) method in order to 
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analyses DNA sequence.  DFA become a widely used method for the 

determination of monofractal scaling properties and it can‘t be applied to 

describe the multiscale and fractal subsets of the time series. Kantelhardt et al. 

(Kantelhardt, 2001) advanced the DFA to multifractal detrended fluctuation 

analysis (MFDFA) for the multifractal characterization of non-stationary time 

series. The MFDFA applied to various fields of researches including 

international crude oil markets (Gu, et al., 2010), foreign exchange markets 

(Norouzzadeh, et al., 2006), stock markets (Yuan, et al., 2009), gold markets 

(Wang, et al., 2010), and agricultural commodity futures markets (Li, et al., 

2011). By researchers generalising DFA and MF-DFA analyses with an 

emphasis on detrended covariance considered the cross-correlations between 

two non-stationary time series (Podobnik, et al., 2008; Podobnik, et al., 2009; 

Zhou, 2008; Li , et al., 2012). For detail discussion of method see the chapter 6. 

1.10 Review of Work Done  

The Sun is the ultimate source of all space weather on or near the Earth. 

Space weather process includes variations in interplanetary magnetic field, 

Coronal Mass Ejections (CMEs) from the Sun and Earth‘s magnetic field 

(Tsurutanini et al., 1995; Gapalswamy, 2009). The sunspots and the magnetic 

field are intimately related to each other. The sunspots are related to the 

convective motion below the solar surface. The solar wind carries magnetic 

field from the Sun to the interplanetary space known as the interplanetary 

magnetic field (IMF). Since the Sun is gaseous body it has differential rotation, 

meaning the Sun's fastest rotation is at the equator (about 24 - 27 days) and 

the slowest is at the poles (about 30 - 35 days). Certainly, sunspots and related 

activities have been analyzed by various methods, including correlation 

analysis (Temmer et al., 2002; Bogart, 1982), chaos analysis (Veronig et al., 

2000; Jevtic et al., 2001) and multifractal analysis (Abramenko, 2005; Movahed 

et al., 2006; McAteer et al., 2007). Recently, the statistical properties of Sun 

activity were investigated by chaos theory (Veronig et al., 2000) and multifractal 

analysis (Abramenko, 2005). The north-south asymmetries and rotational 

behavior concerning solar activity was investigated by using the wavelet and 

auto-correlation function (Temmer et al., 2002). In some works determined the 
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cross-correlation functions between monthly mean sunspot areas and sunspot 

numbers (Temmer et al., 2002). When temperature, density and magnetic fields 

are enhanced F10.7 radio flux is used to measure the general solar activity 

(Bruevich et al., 2012). 

The Solar wind plasma parameters are continuously measured by many 

satellites based techniques. The variations in the solar wind parameters can 

also lead to better understanding of the nature and properties of the solar wind 

Plasma, the stability of these structures and the character of plasma 

instabilities. These variations are generally characterized by multifractality and 

intermittence phenomena. The multifractal techniques provide an elegant 

statistical characterization of many complex dynamical variations in Nature and 

engineering (Gao et al., 2006; 2007). It is conceivable that it may enrich 

characterization of the sun‘s magnetic activity and its dynamical modeling 

(Howe et al., 2000). 

There are several mathematical transformations that can be applied to 

study the astronomical and solar data. Among this Fourier transform is widely 

used as popular method. Because it has some limitations when higher 

performance is required, to overcome this limitation Wavelet Transform is 

applied. However, it has time and frequency localization property decomposing 

or transforming a one dimensional time series into a diffuse two dimensional 

time-frequency image, simultaneously. The wavelet analysis always uses a 

wavelet of the exact shape, only the size scales is up or down with the size of 

the window. In addition to the amplitude of any periodic signals, it is worth to get 

information on the phase. The overall works done in this thesis are summarized 

as following: 

 In this thesis, wavelet transform has been applied to analyze the solar 

wind parameters to characterize the solar wind and the selection of 

periodic variations that could be the subject of geomagnetic 

disturbances. Wavelet spectral analysis provides a natural basis to 

estimate the time - frequency characteristics of the analyzed data. In the 

wavelet analysis of signals, the time series of solar wind parameters 
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level variation is mapped into different scales and time instants, using a 

Morlet wavelet function. 

 We have used the wavelet transform techniques such as continuous 

wavelet transform (CWT), Cross - wavelet transform (XWT) and Wavelet 

coherence. These techniques were applied on sunspot numbers and 

area to study the rotational periodicity of Sun. The rotational periodicity 

of 27 days was found, which corresponds to the Sun‘s rotation at the 

equator. 

 We performed the Global Wavelet Spectrum (GWS) to study the 

dominant periods of the solar wind parameters for the current solar cycle 

24. These GWS provide an unbiased and consistent estimation of the 

true power spectrum of the time series, and thus they are a simple and 

robust way to characterize the time series periodic variations. 

 We have shown that phase relationship between F10.7 cm solar radio 

flux and Sunspot numbers with the associated Coronal index using the 

non - linear techniques such as XWT, WTC and Cross Recurrence Plots 

(CRPs). Also calculate the embedding dimension of analyzed data using 

Cao algorithm (Cao, 1997). 

 The sunspots and its cycle remain the best known parameters of solar 

magnetic activity and thus have been a subject of extensive research. 

We have studied multifractality of sunspot numbers during the solar 

cycles 20 - 23 and ascending phase of solar cycle 24. The result of this 

work provides a general view of the pattern of sunspot number data of 

different solar cycles along (i.e.  Studied solar cycles 20 - 24). The 

Multifractal Detrended Fluctuation Analysis (MF-DFA) method is used to 

find the multifractal spectrum of solar wind plasma parameters (i.e. solar 

wind plasma speed, density and temperature respectively). It shows less 

bias and being likely to give a false positive result with respect to the 

Wavelet transform Modulus Maxima (WTMM). Therefore, MF-DFA is well 

suited for this work. 
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1.11 Scope of Future Work 

We will continue investigate each of the areas presented in present 

thesis. Studies presented to have answered one or more questions about 

variation in Sunspot number and Solar wind plasma during the Solar cycles and 

Multifractal behavior of Solar wind plasma parameters. Often, more 

unanswered questions emerge, provoked by the analysis results. In the 

following sections, the prospects for future work in each area of investigation 

are described, leading on from the results presented in this thesis.  

 The amplitude and spatial configuration of Sun‘s magnetic field is 

change with time. Due to formation and decay of strong magnetic fields 

in the atmosphere of Sun there is a variation in electromagnetic radiation 

emitted from the Sun, also variation in intensity of plasma flows coming 

out from the Sun, and the number of sunspots on the surface of Sun. 

The analysis of variation in number of sunspots on the Sun‘s surface has 

a cyclic structure vary in every 11 years. Which affect the environment of 

Earth in various ways therefore prediction of an extended solar minimum 

and maximum is extremely important because of the severity of its 

impact on the near-earth space. Here, we analyze the variation in 

Sunspot number in various solar cycles using wavelet based techniques. 

Which provide very reliable information regarding the short term 

periodicities in Sunspot number and area, also in many Solar wind 

parameters.  Presently, more than half age of 11-years cycle passes, 

which strongly validate that its solar activity is very weak and it influence 

the space-weather condition. The continuous long duration and constant 

low solar activity of present solar cycle during all over the cycle period to 

till now could provide us a unique opportunity for understanding the solar 

variation. The availability of solar data from SDO, other various satellites 

and ground based telescopes around the world will continue to increase 

in the coming years and advanced methods, such as the ones presented 

in this thesis, may well become the only way to reliably analyses all of 

the incoming information and will prove invaluable for the continued 

understanding of our own Star. 
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 The most important result achieved in present thesis is the identification 

of fractal structure and the multifractal properties of solar wind 

parametres, which is of key significance in studying solar wind 

turbulence. Hence multifractal analysis of the time series reflects some 

properties which are not shared by the same analysis on the original 

time series. There exist three main multifractal spectra, viz. the 

Hausdroff, large deviation and Legendre spectra. Basically, any of these 

three spectra provides information as to which singularities occur in the 

data. This suggests a potentially useful method to explore Solar plasma 

data. Our Sun is one of such systems, and solar physics can gain much 

by utilizing these concepts, along with a rich set of developed tools, in 

further understanding of our closest star seemingly unpredictable 

behavior. 

 Our analysis provides a general view of the pattern of sunspot number of 

different Solar cycles along with the whole cycles.  Balasis et al. (2008) 

found out the emergence of two distinct phases: (i) the phase where the 

intense magnetic storms cause a higher degree of magnetic field 

organization, and (ii) the phase which characterizes the normal periods 

with lower magnetic field coherence. Proper analysis of this feature may 

help improve the sunspot number prediction. 
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Chapter – 2 

Analysis of Sunspot Time Series 
during the Ascending Phase of Solar 
Cycle 24 using the Wavelet 
Transform 

 

2.1 Introduction 

The important features of the sun‘s outer regions are the existence of a 

reasonably strong magnetic field. To the lowest order of approximation, the 

Sun‘s magnetic field is dipolar in character and is axis symmetric. All Solar 

activities are driven by the Sun‘s magnetic fields. Solar activities are produced 

due to the emergence of magnetic flux from the photosphere forming active 

regions which including sunspots. Schwabe (1844) found that 11 year cycle is 

the most characteristic feature of solar activity. He also described an 

anomalous variations and fluctuations in the cycle duration as well as in the 

individual shape and maximum intensity. Hale (1919) discovered that in every 

11 years duration the polarity of the Sun's magnetic field reverses. Rotational 

periodicity is the most noticeable periodicity with the period of 28 days which is 

associated with rotation of Sun. All quasi-periodic oscillations having periods 

between the rotational periodicity and 11 year periodicity are usually known as 

middle-range or intermediate-term periodicities.  

The study of all these periodicities except the rotational one is expected 

to provide useful information about Solar interior dynamics and mechanisms of 

generation of the Solar magnetic field and its emergence on the Solar surface 

(Ichimoto et al. 1985; Sturrock and Bai 1992). In addition, all ongoing 

periodicities can be useful for making predictions of Solar activity (Bai 1992). 

This feature has been explained for the first time by the dynamo model 

introduced by Babcock (1961). 
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Recent helioseismic probing of the Solar interior has shown that the 

rotation rate of the Sun near the base of its convective zone changes with a 

period of roughly 1.3 years (Howe et al. 2000). The differential rotation of the 

Sun is one of the main ingredients of the dynamo located at the base of the 

convection zone, which generates the magnetic field that is observed at the 

solar surface. We expect that any fluctuation in the dynamo process will 

manifest itself most clearly in relatively freshly emerged flux, i.e. in young active 

regions.  

Sunspots, due to their relatively short lifetimes, are good tracers of 

young active regions. Here we inspect sunspot areas (SSA) and sunspot 

numbers (SSN) as representatives of the freshly emerged Solar surface 

magnetic field for a periodicity around 27 days. The long-term evolution of Solar 

activity has been studied from different perspectives using various short and 

long-term Solar activity indicators. Mid-term quasi-periodicities in various 

diagnostics of Solar flare activities and sunspot numbers or areas during few 

years around the Solar maximum phase have been extensively searched and 

monitored at many electromagnetic wavelengths (Rieger et al., 1984; Kiplinger 

et al., 1984; Dennis, 1985; Ichimoto et al., 1985; Delache et al., 1985; Bogart 

and Bai, 1985; Bai and Sturrock 1987; Oliver et al., 1988; Ribes et al., 1987; 

Lean and Brueckner, 1989; Ozguc and Atac, 1989; Lean 1990; Carbonell and 

Ballester, 1990; Dr¨oge et al. 1990; Pap et al. 1990; Kile and Cliver, 1991; 

Verma et al., 1992; Cane et al., 1998; Ballester et al., 1999; Krivova and 

Solanki, 2002; Kilic, 2008; Chowdhury et al., 2009b, 2010a). Sunspot activity is 

usually described by either sunspot numbers (SSN) or sunspot areas (SSA). 

Both are direct Solar activity indices that are historically most frequently used 

(Li et al., 2005). The daily SSA is the measure of the area of the Solar surface 

covered by spots (in the sunspot area unit, namely, parts per million (ppm) of 

the Solar hemisphere) in a day.  

In previous studies basic statistical techniques such as cross-spectral 

regression analysis visual assessment of plots (Crowley and Berner, 2001; 

Shaviv and Veizer, 2003; Royer, 2006) were used. Statistical methods and 

trend analysis are techniques significantly determine the relationships between 
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two non-stationary time-series. However, the performance of these methods 

may be compromised if analyzed time - series consists of same wavelength 

and phase shift. If the phase shift approaches to𝛷 = 𝜋/2, both time-series 

appear to be uncorrelated. Cross-correlation and cross-spectral analysis are 

able to detect such phase shifts, but only as average values but not represent 

the condition of non-stationary. This limitation are overcome by using Fourier 

based techniques. The Fourier transform may generate artifacts when they are 

applied to analysis the real world process. The use of discrete Fourier transform 

to normalized time series leads to misleading results (Ballester et al., 2005). 

Due to the fact, many advanced analysis approaches, such as the cross 

wavelet transform (XWT), wavelet coherence (WTC) and cross-recurrence plots 

(CRPs) are widely used to study the non linear behavior of time series (Li, 

2008). The wavelet transform decomposes a time series into time-frequency 

space, thus enabling the determination of the frequency spectrum of the 

variations as a function of time. It is therefore ideally suited for our purpose. 

Cross-wavelet analysis permits detection and extraction of relationships 

between two non-stationary signals simultaneously in frequency (or scale) and 

time (or location) (Grinsted et al., 2004). A range of analysis approaches 

namely continuous wavelet, cross wavelet, and wavelet coherence analysis are 

employed to study the phase relationship between the smoothed monthly mean 

sunspot number and F10.7 cm solar radio flux (F10.7) (Zhang Xue et al., 2012). 

Analysis shows that there is a region of high spectral power construction across 

the Schwabe cycle belt, where the relative sunspot number and sunspot groups 

are in phase (Le, 2004). However, analysis of the cross-wavelet transform and 

wavelet coherence unveils asynchronous behavior featured with phase mixing 

in the high-frequency components of sunspot activity and Solar F10.7 cm solar 

radio flux. The comprehensive explanations of wavelet squared coherency and 

cross-wavelet phase angle using Morlet wavelet based on continuous cross-

wavelet transform are given in Torrence and Webster (1999) and Grinsted et al. 

(2004) and references therein. They use Monte Carlo simulations to provide 

frequency-specific probability distribution (Global Wavelet Spectrum).  
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The main concern of this chapter is to apply the advanced wavelet based 

technique for the detection and quantification of relationship between SSN and 

SSA time series.  

2.2 Data Source 

We have used data of daily and total (both the Northern and Southern 

hemisphere) sunspot numbers (SSN) and sunspot areas (SSA) prior to January 

2008 to May 2012. The daily values of sunspot number of the whole Solar disk, 

northern and southern hemispheres of the Sun are published by the ―Solar 

Influences Data Analysis Centre‖ which is available online at 

http://sidc.oma.be/sunspot-data/. The sunspot area data were taken from Royal 

Greenwich Observatory available online at 

http://www.Solarscience.msfc.nasa.gov. 

2.3 The Wavelet Techniques (WT) 

Wavelet analysis is a tool for analyzing localized variations of power 

spectra within a time series (Torrence and Compo, 1998;  Grinsted et al.,  

2004). It can be employed to analyze time series that contain non-stationary 

power at different frequencies. The wavelet technique decomposes a one-

dimensional time series into a two-dimensional time-frequency space. 

Therefore, this method determines not only the periodicities of the dominant 

modes of variability, but also shows how the modes vary in time. Moreover, the 

wavelet technique is suitable to detect a signal which is relatively weak and 

intermittent in nature (Torrence and Compo, 1998; Knaack et al., 2005). 

2.3.1 Continuous Wavelet Transform Analysis (CWT) 

The continuous wavelet transform of the sunspot data is given by 

                                𝑊Ψ 𝑠, 𝑡 =  
1

 𝑠
 𝑓 𝑡 𝛹∗  

𝑡 − 𝑎

𝑠
 

∞

−∞

𝑑𝑡                                  … . … (2.1) 

Where 𝑓 𝑡 the time series of the sunspot data is 𝛹∗ is the complex 

conjugate of continuous wavelet function 𝛹, 𝑠 > 0 the scaling factor controlling 

the dilation of the mother wavelet and 𝑎  is the translation parameter 

http://www.solarscience.msfc.nasa.gov/
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determining the shift of the mother wavelet. The method of wavelet transform 

can yield periodic information in time and frequency domains simultaneously. 

For these purposes, we study sunspot data using the Morlet wavelet function,

 

                                     𝛹 𝑡 = 𝜋−
1

4𝑒𝑖𝜔𝑜𝜂𝑒−
𝜂2

2                                                 … . … (2.2) 

where 𝜔𝑜 is the dimensionless frequency and η is the dimensionless 

time. Detailed technical information about the Morlet wavelet is available online 

at http://atoc.colorado.edu/research/wavelets/wavelet2.html.  

2.3.2 Wavelet Coherence Analysis (WTC) 

The wavelet coherence is closely related with localized correlation 

coefficient in time- frequency space (Grinsted et al., 2004). It is used to find 

significant coherence between two time series, even though the common power 

is low. The WTC between SSN and SSA is defined as  

                               𝑅𝑛𝑠
2  𝑠 =  

 𝑆 𝑠−1𝑊 𝑆𝑆𝑁  (𝑆𝑆𝐴 )
𝑛  𝑠   

2

𝑆 𝑠−1 𝑊(𝑆𝑆𝑁 )
𝑛  𝑠  

2
 ∗𝑆 𝑠−1 𝑊(𝑆𝑆𝐴 )

𝑛  𝑠  
2
 
                … . … (2.3) 

Where 𝑆 is smoothing operator, which is defined as 

                   𝑆 𝑊 = 𝑆𝑠𝑐𝑎𝑙𝑒  𝑆𝑡𝑖𝑚𝑒  𝑊𝑛 𝑆                                       … . … (2.4) 

        Where 𝑆𝑠𝑐𝑎𝑙𝑒  denotes smoothing along the wavelet scale axis, and 𝑆𝑡𝑖𝑚𝑒   

smoothing along the time axis. For the Morlet wavelet, the smoothing operator 

is given as (Grinsted et al., 2004) 

                                                    𝑆𝑡𝑖𝑚𝑒
  𝑊  𝑠 =    𝑊𝑛 𝑆 ∗ 𝑐1

−𝑡2

2𝑠2
  

𝑠

                       … . … (2.5) 

                                         𝑆𝑠𝑐𝑎𝑙𝑒
  𝑊  𝑠 =    𝑊𝑛 𝑆 ∗ 𝑐2 Π 0.6𝑠   

𝑛
                      …… . . (2.6) 

Where 𝑐1   and    𝑐2   are normalization constants and Π is a rectangle 

function. The factor 0.6 is a scale decorrelation length determined empirically 

for the Morlet wavelet (Christopher et al., 1998). The squared wavelet 

http://atoc.colorado.edu/research/wavelets/wavelet2.html
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coherency is a measure of the intensity of the covariance of the two series in 

time-frequency space (Torrence and Compo, 1998).   

2.3.3 Cross Wavelet Transform Analysis (XWT) 

The cross wavelet transform (XWT) of SSN and SSAis defined as 

                                             𝑊 𝑆𝑆𝑁 (𝑆𝑆𝐴) = 𝑊(𝑆𝑆𝑁)𝑊(𝑆𝑆𝐴)∗                                  …… … (2.7) 

 where * denotes complex conjugation and 𝑊𝑆𝑆𝑁  and 𝑊𝑆𝑆𝐴  are the 

continuous wavelet transforms (Grinsted et al., 2004). The complex 

argument𝑎𝑟𝑔 (𝑊 𝑆𝑆𝑁 (𝑆𝑆𝐴) ) can be interpreted as the local relative phase 

between 𝑆𝑆𝑁and 𝑆𝑆𝐴 in time frequency space. The cross wavelet transform 

reveal regions with high common power and further reveals information about 

the phase relationship. The univariate wavelet power spectrum can be 

extended to compare 𝑆𝑆𝑁 and𝑆𝑆𝐴. The wavelet cross spectrum is the expected 

value of the product of the corresponding SSN and SSA is mathematically 

given by (Jury et al., 2002) 

                                𝑊 𝑆𝑆𝑁 (𝑆𝑆𝐴) 𝑠, 𝑡 =  𝑊𝑆𝑆𝑁 𝑠, 𝑡 𝑊𝑆𝑆𝐴
∗  𝑠, 𝑡              … … … . .  2.8  

where * denotes the complex conjugate and 𝑊𝑆𝑆𝑁(𝑠, 𝑡) and 𝑊𝑆𝑆𝐴(𝑠, 𝑡) are 

the continuous wavelet transform of 𝑆𝑆𝑁 and 𝑆𝑆𝐴respectively. It not only 

determines the periodicities of the dominant modes of variability, but also 

shows how the modes vary in time.  

2.4 Results and Discussion 

 Using the well known wavelet tools, developed by Torrence and Compo 

(1998), we have analyzed the data from January 2008 - May 2013 on the basis 

of daily grouped SSN and SSA. Figure 2.1 displayed the variations in SSN and 

SSA. It was noticed that SSN and SSA Solar indices never peak at the same 

time, and the SSN peaks appear earlier than the SSA. However, the SSA and 

SSN develop with the same magnetic field variations on the photosphere of the 

Sun and the magnetic field strength increases according to the ascending 

epochs. An understanding of complexity in the periodicities of SSA and SSN 
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may provide insight into the complex dynamics of the solar magnetic field in the 

two hemispheres. In case of sunspot number Wang et al. (2009) reported that 

the Solar cycle - 24 started between March and April 2008 and its maxima 

should occur during May - October 2012 and it is nearly cleared from figure 3.1 

(Upper Panel). 

 

Figure - 2.1: Distribution of the sunspot number (upper panel) and sunspot area (bottom 
panel) for the time interval from January 2008 to May 2013 

 The wavelet power spectra for sunspot number (upper panel) and 

sunspot area (lower panel) are calculated and depicted in Figure 2.2 with a 

cone of avoidance and contours enclosing regions of 95% confidence level. 

The spectral power is relatively weak at the short periods or at high 

frequencies. Some distinct dual - patches of relatively higher contours around 

16 to 64 days from September 2010 to May 2013 are found. The time flow of 

large variations has a periodicity of around 27 days for both sunspot number 

and the sunspot area. The rotational periodicity is the most dominant feature of 

the spectrum. It persists during the epochs of activity maximum, when 

identifiable solar active regions and their sunspots largely appear.  The other 
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small peaks cannot be considered from coincidence due to multiple testing 

(Grinsted et al., 2004). 

 

Figure - 2.2:  Continuous wavelet transform (CWT): Daily sunspot number (upper panel) 
and sunspot area (bottom panel), with a cone of avoidance and enclosed regions of 
greater than 95 % confidence level (thick black solid line) 

 

Figure - 2.3: Cross- wavelet spectra (XWT): Daily SSN and SSA with a cone of avoidance 
and enclosed regions of greater than 95 % confidence level (thick black solid line). The 
relative phase relationship is shown by arrows, with arrows pointing right for the in 
phase relationship, left for the anti-phase relationship, and straight up for the sunspot 

area leading the sunspot number by 𝟗𝟎𝟎. 
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Figure - 2.4:  Wavelet coherence of (WTC):  Daily SSN and SSA with a cone of avoidance 
and enclosed regions of greater than 95 % confidence level (thick black solid line).The 
relative phase relationship is shown by arrows, with arrows pointing right for the in–
phase relationship, left for the anti-phase relationship, and straight up for the sunspot 

area leading the sunspot number by 𝟗𝟎𝟎. (Above diagram presents the phase difference 
for sunspot number and sunspot area). 

The XWT and WTC between the SSN and SSA were shown in Figure 

2.3 and Figure 2.4 respectively. The XWT and WTC are rendering the regions 

with high common power and make known information about the phase 

relationship between two times series. Large contour on XWT shows phase 

relationship between SSA and SSN. The thin black contour (inside COI) 

demonstrates the periods above 95% confidence level (Torrence and Compo, 

1998). In these figures, arrows point to the right when processes are in phase 

and to the left when they are in anti-phase. If an arrows points up (down), then 

the first process leads (lags) the second one. The thick black contour shown in 

figures designates the time series against red noise. The XWT shows that 

almost all arrows point to the right in the period scale of 27 day. The sunspot 

number and sunspot area are in phase in this area. Statistically, significant 

results are located within the cone of influence and the arrows beyond the cone 

of influence are not reliable. It was also noted that the arrows are fairly 

distributed in other periodic belts, implying strong phase mixing. The WTC 

(Figure 2.4) represents the strong phase mixing at period scale around the 32-

128 days over the time period 2009-2012. However, the WTC indicates the 
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noisy behavior with strong phase mixing in the high frequency components of 

both the parameters SSN and SSA. 

2.5 Conclusions 

The present work used the wavelet cross-coherence to identify the quasi 

periodicities in the daily values of SSA and SSN during the period from January 

2008 to May 2013 which includes rising phase of current Solar cycle 24. In the 

present study, we are interested in period related to the solar rotation and in 

their behavior with regard to the sunspot numbers and sunspot areas. The 

results of this work clearly demonstrated that there exists a strong correlation 

around the year 2012. We have found evidence for 27 day periodicity between 

the SSA and SSN during the ascending branch of Solar cycle 24 and a very 

weak evidence for the fundamental period reported by Ozguç, et al., (2002). 

This result is in agreement with the previous studies which show that at the 

beginning of the cycle the formation of sunspots start at higher latitude. In the 

successive stage the formation zone slowly moves towards the equator while 

appearing some saturation during the maximum activity years (Zharkov et al. 

2007). This may arise because of different characteristics of the current cycle.  

It was suggested that the variations in the rotation rate do indeed have 

an influence on the workings of the solar dynamo. This periodicity is enhanced 

during the period of maximum solar activity. However, this period varies from 16 

- 64 days.CWT analysis shows that the 16 - 32 periodic range is statistically 

significant for short or mid - term periodicities. For the exact conclusion we have 

to wait until the end of cycle 24. The cross wavelet transform of the two time 

series shows that there is an area with high common spectral power located at 

the 16 - 64 periodic belts, where the two time series are in phase. The Cross 

Wavelet Transform (XWT) confirms the results given by wavelet coherence 

(WTC), which is found more suitable to find a coherent oscillation of the two 

time series than XWT.  

This period is more stable than the other short-term periods and 

appeared from September 2010 to May 2013. Thus, we concluded that the 

Solar cycle 24 also includes the most remarkable period during the ascending 
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phase. Here many periodicities are not considered due to the fact that 

maximum peaks are below the significance level. Katsavrias et al. (2012) have 

identified the 27 days periodicity (with 13.5 days being its harmonic) in the 

dynamic parameters of the Solar wind, interplanetary magnetic field and the 

geomagnetic indices using wavelet analysis and the Lomb or Scargle 

periodogram.  

The rotational periodicity of the Sun is expected to provide useful 

information about solar interior dynamics and mechanism of generation of the 

Solar magnetic field and its emergence on the Solar surface (Ichimoto et al., 

1985; Sturrock and Bai, 1992). Bogart (1982) investigated autocorrelation 

functions of daily sunspot numbers for the period 1850 - 1977, obtaining a 

distinct period at 27 days. The 27 day Bartels rotation is very prominent period 

with respect to the occurrence of geomagnetic disturbances, and it is supposed 

to be relevant for the large scale Solar magnetic fields (Balthasar and Schussler 

1984).  

The 27 days orbital motion of the earth is a good indicator of the global 

pattern of heliospheric magnetic fields (Mavromichalaki et al., 2005). 

Chowdhury et al. (2011) proposed that 27 day periodicity is more stable than 

the other short - term periods and appeared in both rising and descending 

phases of Solar cycle 23. It is observed by many authors using different Solar 

activity parameters such as coronal index (CI), photospheric magnetic field, 

coronal mass ejections (CMEs), total Solar irradiance (TSI), and coronal Fe 

lines (Rusin et al., 1987; Knaack et al., 2005; Yin et al., 2007; Chowdhury et al., 

2009b; Kilick 2009). Tong Xu et al. (2007) also predicted the values 112 of 

sunspot number for Solar cycle 24 prior to 2011 - 2012. Solar cycle 24 has the 

lower amplitude than that of cycles 21, 22 and 23 which is consistent with the 

results obtained by Duhau (2003) and Wang et al. (2002).  

*********** 
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Chapter – 3 

Analysis of Short Term Periodic 
Variation in Solar and Terrestrial 
Parameters 

3.1 Introduction  

The short term periodic variation of solar activity and its effect on 

terrestrial environment have been studied extensively from thousands of years. 

The terrestrial parameters respond to variation in solar surface associated with 

solar magnetic field and its periodic evolution. The geomagnetic Ap and AE 

indices shown the periodic variations in the range of a few day to centuries 

(Fraser-Smith, 1972, Courtillol et al. 1977, Donahue and Baliunas, 1992). The 

Solar parameter shows many types of interesting features associated with Solar 

cycle. These feature of solar plasma parameters carried out to the terrestrial 

environment which shows periodic variations due to the outflow of Solar wind. 

Solar wind plasma exhibits a wide variety of periodic variation. 

The Solar wind is the charged atoms and sub-atomic particles (protons 

and electrons) at extremely high temperature flowing supersonically and helps 

the ionized plasma to overcome the Sun‘s gravitation field and emits as 

corpuscular radiation from outer part of Sun‘s Corona overcome the entire 

heliosphere. The speed and density of plasma depends on it generation 

condition and magnetic field of Sun. When it enters to the interplanetary space 

is termed as Interplanetary Magnetic Field (IMF). The magnitude and direction 

of IMF is depends on its interaction with slow and fast  Solar wind originated 

from coronal holes and leads to create Co-rotating Interaction Regions (CIRs) 

(Akasofu, 1983; Shea et al., 1990; Kaushik et al., 2000). 

The irregular behavior of IMF and Solar wind plasma emission 

associated with various solar phenomena are responsible for the generation of 

geomagnetic storms (Akasofu, 1983; Joselyn, et al., 1981). Geomagnetic 
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storms are associated with isolated disappearing filaments (Lakhina, 1994; 

Loewe et al., 1997; Gopalswamy et al., 2004; Turner et al., 2009). Lou et al. 

(2003) found Ap index periodicities of 187, 273 and 364 days in the 1999-2003 

time interval. Short term periodicities of 275, 135, 9.1 and 6.8 days are 

identified in the Solar wind speed and IMF polarity it is due to the phenomena of 

solar rotation (Gonzalez and Gonzalez 1987; Clua de Gonzalez et al., 1993; 

Svalgaard and Wilcox, 1975; Fenimore et al., 1978; Sabhah and Kundela, 

2011). Katsavrias et al., (2012) examined the periodicity in solar activity Solar 

wind plasma interplanetary magnetic field and geomagnetic activity during 1966 

- 2000.  

 In this chapter short term periodicities and variations of various Solar 

activity parameters and geomagnetic indices have been done using the wavelet 

transform and global wavelet transform during the current solar cycle 24. 

Results of our analysis shows time localized spectral peaks, fluctuations in 

Solar wind parameters and geomagnetic indices. Some periodicities with 

specified intervals were also detected. 

3.2 Prominent periodicities 

The prominent periodic variations in solar wind plasma parameters and 

associated geomagnetic indices may vary from maximum to minimum in a 

characteristic way associated with the development of active regions on the 

solar surface during different solar cycles.  

3.2.1 13.5 Day Period 

The 13.5 day period is coupled with active longitudes and tilted dipole 

structure. It was observed in various solar wind parameters such solar wind, 

IMF, solar emissions, plages, sunspot area, sunspot number, emergence of 

solar magnetic flux, geomagnetic activity, ionospheric parameters etc. (Mursula 

and Zieger, 2000; Nayar et al., 2001; 2002; 2004).  The 13.5 day periodicities 

are associated with both active longitudes and tilted dipole structure. Donelly 

and Puga (1990) made widespread study of the 13.5 day periodicity at 

numerous wavelengths of solar radiation. They concluded that the power of the 
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13.5 day period is dependent on the wavelength or the source at the solar 

surface and does not behave as a sub-harmonic of the 27 day period.  

3.2.2 27 Day Period  

Bai (2003) studied longitudinal distributions of solar flares during the 

period of solar cycles 19 to 23 and identified active longitudes (hotspots), which 

causes flare periods ranging from 25 to 29 day. The 27 day solar rotation period 

was first observed in sunspot groups. The Carrington rotation period (27.275 

day) specifies the solar rotation. Takalo and Mursula (2002) and Gosling et al. 

(1976) reported the 27 day periodicity in solar wind plasma and interpalnetry 

magnetic field, Neugebauer (1999) observed it in IMF radial component, Olsen 

(1948) detectd it in geomagnetic field and also in high speed streams by Snyder 

et al. (1963) and Gosling and Bame (1972). The uncertainty obtained in the 27 

day periodicity suggests various mechanisms active on the solar surface, in 

addition to rotation. The active regions may emerge or disappear rapidly on the 

solar surface causing longitudinal shift in their position (Kane, 2003). The 27 

day periodicity will be sharper in the spectrum of the considered parameter, if 

the active region structure is long lived. On the other hand if the two active 

regions are completely opposite, considered parameters reveal a periodicity 

less than 27 days. The distribution of magnetic structures and active regions on 

the solar surface, and the outflow of solar wind introduce a diversity of short 

period variations, with periods less than 27 days, in the interplanetary medium. 

3.2.3 154 Day Period 

The 154 day periodicity was first observed in occurrence rate of g-ray 

flares by the gamma-ray spectrometer onboard the Solar Maximum Mission 

satellite (Rieger et al., 1984). Further, it was found in various solar flare 

activities parameters such as solar wind velocity, IMF and geomagnetic activity 

around the solar maximum and have been comprehensively monitored using 

different wavelengths. The 154 day periodicity were associated preferentially 

with regions on the solar disk of compact magnetic field structures associated 

with sunspots rather than in the more dispersed weaker magnetic field and thus 

it may be confined to complex active regions containing large spots called 
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‘super active regions. Evidence for a periodicity of 154 days has also been 

found in non-flare indices of solar activity as sunspot number, the Ottawa 10.7 

quiet Sun flux etc. (Ichimoto et al., 1985).  

3.2.4 11 Year Sunspot Cycle 

11 years variations in sunspot number, geomagnetic as well as terrestrial 

climate parameters were known as Schwabe cycle (Schwabe 1844; Hathaway 

et al. 2002). Detail description is given in Chapter – 1. 

3.2.5 22 Year Magnetic Cycle  

The period of magnetic activity cycle is twice as that of sunspot cycle, 

about 22 years on average (Hale et al. 1919). Each solar cycle is unique in 

intensity, duration, and distribution of activity, which varies from 9.5 to 12.5 

years. It also varies in both in cycle length and maximum amplitude. At the 

beginning of the sunspot cycle, the solar magnetic field is primarily dipolar 

associated with its rotation axis. The dipole strength vanishes around the solar 

maximum and reverses its polarity about one year after the maximum. In the 

declining phase, the dipole field is restored with polarity in the opposite 

direction. The dipole strength has a cyclic variation known as dipole cycle. The 

dipole cycle is more important in deciding the evolution of large scale solar 

magnetic field. 

3.3 Method: Wavelet Transform 

Grossman and Morlet (1984) developed the wavelet transform as a tool 

for advance signal processing. The wavelet transform can be used to analyze 

time series that contain non-stationary power at many different frequencies 

(Torrence & Compo, 1998), because the wavelet analysis maintains time and 

frequency localization in signal analysis by decomposing or transforming a one-

dimensional time series into a two-dimensional time-frequency image 

simultaneously. It is possible to get information on both the amplitude of any 

―periodic‖ signals within the series, and how this amplitude varies with time.  
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The Morlet wavelet is the commonest function used in astrophysical 

signals expansion; this makes easier the comparison with previously published 

work (Torrence and Compo, 1998; Aydin and Markus, 2000). Furthermore, due 

to its Gaussion support, the Morlet wavelet expansion inherits optimally as 

regard as the uncertainty principle (Morlet et al., 1982). More detail about 

Morlet mother wavelet function given in Chapter 2. Technical details used in 

different mother wavelets can be seen in appropriate literature (Torrence and 

Compo, 1998). 

The global wavelet spectra provide an unbiased and consistent 

estimation of the true power spectrum of the time series, and thus they are a 

simple and robust way to characterize the time series variability. Global wavelet 

spectra should be used to describe plasma parameters and geomagnetic 

indices variability in non-stationary. Global wavelet spectra are useful for 

summarizing a region's temporal variability and comparing it with geomagnetic 

indices in other regions. Analytically it is given by 

                                     𝐺𝑊𝑃𝑆 𝑠 𝑠 =    𝑊𝑥(𝜏, 𝑠) 2∞

−∞
                               … … … . (3.1) 

3.4 Data Set 

In this work Solar wind parameters such as Solar wind speed 𝑉 (𝑘𝑚/

𝑠),proton density 𝐷 (𝑀/𝑐𝑚3), temperature 𝑇(𝐾), plasma pressure 𝑃 (𝑛𝑃𝑎), 

magnitude of average magnetic field vector also known as total magnetic field 

Btotal or B (nT),  interplanetary magnetic field (IMF) (i.e.𝐵𝑥 , 𝐵𝑦  and 𝐵𝑧) and 

corresponding geomagnetic indices Dst have been analyzed. The Dst index is 

calculated by averaging the horizontal magnetic field from mid-latitude and 

equatorial magnetograms and represents the degree of equatorial magnetic 

field deviation specifying the magnitude of geo magnetic storms.  

The Ap (linear version of Kp), and aurora electrojet index AE are the 

quantitative measure of the auroral zone magnetic activity produced by 

enhanced ionospheric currents below and within the auroral oval. All the 

dataset used in the work are available online at the OMNIweb data server 

(http://omniweb.gsfc.nasa.gov/. The data are measured at the distance of 1 AU 

http://omniweb.gsfc.nasa.gov/
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in daily values from January 2008 to December 2014 (that is time span of 

current Solar cycle 24).  

3.5 Results 

In this study we have analyzed the short term periodicity of Solar wind 

parameters during the current Solar cycle 24 and the resulting changes in 

geomagnetic indices (Dst, AE and Kp).  

3.5.1 IMF Bx Component 

Figure 3.1 depicts the variation in short term periodicity of IMF (Bx) 

during the period of 2008-2014. The wavelet power spectrum gives information 

on the relative power at a certain scale and a certain time. This analysis 

represents the actual oscillations of the individual wavelets rather than just their 

magnitude. The concentration of power can be easily identified in the frequency 

or time domain. We performed the Global wavelet spectrum (GWS) analysis to 

study the dominant periods of 𝐵𝑎𝑣𝑒  component for the different conditions during 

the period of analysis. The GWS provide an unbiased and consistent estimation 

of the true power spectrum of the time series, and thus they are a simple and 

robust way to characterize the time series variability.  The results are shown in 

Figure 3.1(a) and Figure 3.1(b). In Figure 3.1(b) three relative maximum in 

cross-wavelet (14, 27, 60) was discovered. It is interesting to note that the 

relative maximum of 27 days may be associated with noise for the Solar cycles. 

In short periodic range the 27 day period is the most prominent one in all cycles 
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Figure - 3.1: Wavelet analysis of the original time series of magnitude of IMF a) The 
original IMF magnitude index  b) The local wavelet power spectrum of the original IMF Bx 
magnitude index c) The global wavelet power spectrum of the original IMF Bx magnitude 
index 

. In Figure 3.1(c) multiple peaks in the global spectra indicate that the 

IMF Bx signal is composed of oscillations with different time periods and 

magnitudes. In GWS spectral peaks are broader and many spectral peaks are 

vanished within the 90% confidence level.  

3.5.2 IMF By Component 

The wavelet power spectrum and global wavelet spectrum for IMF 𝐵𝑦  is 

depicted in Figure 3.2. The most prominent periods for IMF By component are 

present in short period range of 9 day, 14 day and 27 days. Like IMF Bx these 

spectral peaks are also very sharp and highly significant. The spectral peaks 

around 27 day periods are very narrow and also many spectral peaks are 

vanished in GWS 90% confidence level. 
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Figure  - 3.2: Wavelet analysis of the original time series of IMF By a) The original IMF By 
index b) The local wavelet power spectrum of the original IMF By index c) The global 
wavelet power spectrum of the original IMF By  index. 

3.5.3 IMF Bz Component 

Wavelet analysis of IMF Bz component was shown in Figure 3.3. It was 

noticed that wavelet power spectrum and global wavelet power spectrum are 

very complex and it is very difficult to identify the prominent periods present in 

the spectrum as compared to other interplanetary parameters. The Bz 

component shows a large number of periods between 4 to 64 day. In this period 

range most significant peak was observed at 14 day range. Periods are less 

prominent and immersed within noise. It was observed from GWS IMF Bz 

peaks are very low significance as most of the peaks below 90% significance 

level. 
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Figure - 3.3: Wavelet analysis of the original time series of IMF Bz a) The original IMF Bz 

index  b) The local wavelet power spectrum of the original IMF Bz index c) The global 
wavelet power spectrum of the original IMF Bz  index 

3.5.4 Solar Wind Temperature 

Wavelet analysis of Solar wind temperature was shown in Figure 3.4. 

The 14 and 27 days periodicities present in the spectrum with 90% confidence 

level in the overall. As seen from the figures for Solar wind temperature 14 day 

periods more prominent those 27 days. The Solar wind temperature shows a 

broad spectrum near the rotation period of 27 days. 
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Figure  - 3.4: Wavelet analysis of the original time series of Solar wind temperature a) 
The original Solar wind temperature time series b) The local wavelet power spectrum of 
the original Solar wind temperature time series c) The global wavelet power spectrum of 
the original Solar wind temperature time series 

3.5.5 Solar Wind Plasma Density 

Figure 3.5 shows the wavelet spectrum and global wavelet spectrum of 

Solar wind density calculated by the wavelet transform method during the year 

2008-2015. The periodicities present in the spectrum with 90% confidence level 

in the overall data are 14 and 27 days. But 14 days periods found to be more 

prominent than 27 days. Other period occur randomly at different epochs, the 

spectral peaks are broader and many spectral peaks are vanished below 90% 

confidence level. 
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Figure  - 3.5: Wavelet analysis of the original time series of Solar wind plasma density a) 
The original Solar wind plasma density time series b) The local wavelet power spectrum 
of the original Solar wind plasma density time series c) The global wavelet power 
spectrum of the original Solar wind plasma density time series 

3.5.6 Solar Wind Plasma Speed 

Figure 3.6 shows the wavelet based spectrum analysis of Solar wind 

plasma speed during the analysis period. It was noticed that the periods 

corresponding to 9 days and 14 are more prominent. The 9 day period is 

considerably more significant. Similarly 14 day period exhibits a variation in 

spectral power.  Many other peaks are also present in the spectrum but they 

are vanished because they lie below 90% confidence level. 
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Figure - 3.6: Wavelet analysis of the original time series of Solar wind plasma speed a) 
The original Solar wind plasma speed time series b) The local wavelet power spectrum of 
the original Solar wind plasma speed time series c) The global wavelet power spectrum 
of the original Solar wind plasma speed time series 

3.5.7 Geomagnetic Dst index 

Figure 3.7 shows the wavelet spectrum and Global wavelet spectrum for 

geomagnetic Dst index. Most of the periodicities present in the both spectrum 

are highly significant with 90% confidence level. But short term periodicities of 

22 to 30 days with 27.8 peaks appear intermittently and without any obvious 

pattern.  
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Figure - 3.7: Wavelet analysis of the original time series of Dst index a) The original Dst 
index time series b) The local wavelet power spectrum of the original Dst index time 
series c) The global wavelet power spectrum of the original Dst index time series 

3.5.8 Geomagnetic Activity index Ap 

Figure 3.8shows the wavelet power and global wavelet power spectrum 

using wavelet analysis techniques.  Most of the periodicities present in this 

spectrum are highly significant. The Solar rotation period of 27 days is highly 

diffused 9 day and 14 day periods are seen with greater significance. It was 

also noticed that 9 day and 14 day are very sharp and 9 day periodicity is more 

significant than 14 days period. 
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Figure - 3.8: wavelet analysis of the original time series of Ap index a) the original Ap 
index time series b) the local wavelet power spectrum of the original Ap index time 
series c) the global wavelet power spectrum of the original Ap index time series 

3.5.9 Geomagnetic Activity index, AE 

Figure 3.9 shows the wavelet analysis for geomagnetic AE index. The 

wavelet spectrum and global wavelet spectrum is very complex and it is very 

difficult to identify the prominent periods present in the 2 to 30 days period 

range. But 27 day periodicities appear sporadically throughout the analysis 

period. 
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Figure - 3.9: Wavelet analysis of the original time series of AE index a) The original AE 
index time series b) The local wavelet power spectrum of the original AE index time 
series c) The global wavelet power spectrum of the original AE index time series 

3.6 Conclusions 

The short term periodicity of 14 days in the mean solar magnetic field 

was confirmed by Das and Nag (Das and Nag, 1999) using Fourier transform 

and autocorrelation techniques. The other periodicity of 26.7 days is due to the 

rotational modulation of the sun. The peak around the time period of 9 days 

might be due to the higher harmonics of the synodic rotational modulation of the 

sun. Bogart et al (1982) reported the existence periodicities for the solar 

rotation, solar activity cycle. The sunspot numbers show the same periodicities 

as it has been found for the mean solar magnetic field and the autocorrelation is 

very similar, it can be concluded that the mean magnetic field of the sun is 

mostly dominated by the effect coming from the active regions, due to which a 

14 day periodicity is observed.  
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The periodic emergence of magnetic flux took place mainly within 

already developed sunspot groups, giving place to an enhancement of their 

magnetic complexity that triggered periodic energetic flares (Oliver et al. 1998; 

Ballester et al. 2002). This hypothesis was supported by the joint apparition of a 

strong periodicity in sunspot areas, and energetic flares, together with the 

absence of such periodicity in sunspot groups Most of the periodic variations 

observed on the Sun are related to the dynamo region and its evolution. These 

periodic variations, though having their sources at entirely different solar active 

regions, are expected to have links between them. In this work, the 

characteristics of periodicities existing in the solar activity and interplanetary 

medium and their signature in the terrestrial environment are investigated. The 

amplitude of the periodicity depends on the parameter considered and each of 

them evolves differently. 

In this chapter wavelet power spectrum and global wavelet spectrum 

methods are used to identify the short term periodicities of interplanetary 

magnetic field, Solar wind plasma parameters and terrestrial geomagnetic 

indices. Short term periodicities of 14 and 27 days were detected within the 

90% confidence level in all parameters. These periods have different amplitude 

for different parameters. In case of Solar wind plasma density, 𝐵𝑧  component of 

IMF and terrestrial geomagnetic indices short term periodicity of 14 day are 

more significant. Nayar et al., (2002) observed that periodicity in descending 

phases of Solar cycles 21, 22 and 23 on the other hand Jose Alver Bolzan et 

al., (2005a) report similar periodicity in speed and density. We also found 

periodicities of 9, 14 and 27 day using wavelet power and global wavelet 

spectrum. Mursula and Zieger (1996) proposed that periodicity of 13.5 day is 

due to the occurrence at 1AU of two high-speed streams per Solar rotation.  

Periodicity of 27 days with 90% confidence level is quite appeared for all Solar 

and terrestrial indices. This is probably due to fast stream from coronal holes 

overlaps with mass ejection from or near the active region resulting in a more or 

less random variation of measured Solar wind speed (Kotsavrias, 2012). Many 

researchers (Gonzalez and Gonjalez, 1987, Clua de Gonzalez et al. 1993; 

Svalgaard and Wilcox, 1975, Fenimore et al, 1978; Prabhakaran Nayar et al., 

2002) identified the periodicities of 27.5, 13.5 - 9.1 and 6.8 days in 
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interplanetary magnetic field (IMF) for the time interval of 1964 - 2000. It was 

concluded that the wavelet power spectrum and Global wavelet spectrum have 

identified the 27 day periodicities (with 14 day being its harmonic) in the 

dynamic parameter of Solar wind, interplanetary magnetic field. 

*********** 
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Chapter – 4 

Study the Phase Relationship 
between Sunspot Number and F 10.7 
cm Solar Radio Flux using Non-
Linear Techniques 

 

4.1 Introduction 

 The nature of solar activity is very complex and has become great 

practical and societal importance. The low energy phenomena (sunspots, 10.7 

cm Solar radio flux and Ca K index) are related with lower atmospheric layers 

(photosphere, chromosphere and upper chromosphere respectively), while high 

energy phenomena (CMEs) are associated with higher atmospheric layers 

(Corona) and originate mostly from the Solar active regions (Gosling et al. 

1976; Bachmann and White 1994; Feminella and Storini 1997; Sheeley et al. 

1999). The larger eruptions like flares and coronal mass ejections (CMEs) are 

closely related to active regions (Harrison, 1990), which consist of one to 

dozens of sunspots. Sunspot is very useful parameter for the studies of 

terrestrial climate and space weather conditions (Eddy, 1976; Hoyt and 

Schatten, 1998; Hathaway et al., 2002). They are used as indicator for other 

solar activities such as active regions, plages, flares, prominences (Greenkorn, 

2009). When temperature, density and magnetic fields are enhanced F10.7 

radio flux is used to measure the general solar activity (Bruevich et al., 2012). 

The 10.7 cm radio flux emerges from high part of the chromosphere and low 

part of the corona. F10.7 radio flux emissions have two different sources: 

thermal bremsstrahlung and gyro - radiation.  It is contributed for the 

undisturbed Solar surface and sunspots (Tapping, 1987). F10.7 radio flux is the 

surrogate indices for the combination of chromospheric transition region and 

coronal Solar EUV emissions modulated by bright solar active regions 

(Bruevich, et al., 2012).  On the basis of characteristic time-scales F10.7 radio 
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flux emission is divided into three components: (i) transient events associated 

with flare and similar activity less than an hour; (ii) slow variations in intensity 

over hours to years designated as S-component; (iii) a minimum level 

component (i.e. when SSN is equal to zero as it was at the minimum of the 

cycle 24 and local magnetic fields are negligible) below which the intensity 

never falls- the "Quiet Sun Level" (Tapping and De Tracey, 1990). When the 

local magnetic fields grow to be strong at the rising phase of Solar cycle and 

Solar spots appear the gyro-radiation source of F10.7 radio flux begins to 

succeed over free - free radiation so transient‘s events and S - components 

begin to grow strongly.  

 The minimum level component is defined by free-free source. The S-

component comprises the incorporated emission from all sources on Solar disc. 

It contains contribution from both free-free and gyroresonance processes and 

also some non-thermal emission Gaizauscas and Tapping (1988). Various 

studies show a good correlation between the F10.7 cm solar radio flux and 

Zurich sunspot relative number (Rz) (Foukal and Lean, 1990; Bouwer, 1992; 

Floyd et al., 2005; Tapping et al., 2007; Svalgaard and Hudson, 2010; Johnson, 

2011; Tapping and Valdes, 2011; Zhang et al., 2012). Dodson et al. (1974) 

suggested that F10.7 solar flux lags behind sunspot numbers in Solar cycle 20.  

The mutual relationship between sunspot numbers and three Solar UV/EUV 

indices, the F10.7 radio flux and the Mg II core-to-wing ratio remained stable for 

25 years until 2000 was pointed out by Floyd et al. (2005). Vitinsky et al. (1986) 

pointed out that correlation for relative sunspot numbers vs. radio flux F10.7 

does not show the close linear connection during Solar cycles 18, 19 and 20. It 

is also established by Bruevich and Yakunina (2011) and Bruevich et al. (2012). 

The phase asynchrony between sunspot numbers and F10.7 solar radio flux is 

very significant for the study of climate of Sun and various space weather 

conditions.  

    The relation between solar activity and coronal index indicates that the 

ascending phase of the cycle may calibrate largely in terms of total energy 

released by flares. The daily values of coronal index allow the study of the wide 

range of variation in Sun. It is well known that synchronization of the Sun is one 
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key aspect for understanding the origin of evolution of active regions on Sun 

and their various manifestations in the Solar corona (Zolotova and Ponyavin, 

2007). 

Our efforts at the research presented were focused on revealing the 

phase asynchrony between sunspot activity and F10.7 cm solar radio flux using 

advanced non - linear techniques. Many author used non linear techniques for 

the study of phase relation between the two solar activity parameters. The 

performance of traditional linear approaches is compromised when dealing with 

real world data therefore nonlinear techniques are used in this work. There are 

many advanced nonlinear tools that can be used to examine the phase 

relationship between two time series (Marwan and Kurths, 2002, 2005). They 

are also used in numerous scientific researches, such as geophyosics, 

astronomy, and other research fields in the last several decades (Li et al., 2008, 

2009; 2010; Deng et al., 2012; Deng et al., 2013). 

Currently, many nonlinear analysis approaches, such as those involving 

the continuous and discrete wavelet transform, the Cross Wavelet transform 

(XWT), Wavelet Transform Coherence (WTC), and Cross Recurrence Plots 

(CRPs) are widely used to study the nonlinear behavior of time series (Li 2008). 

Li et al. (2008) used CRPs and wavelet based techniques for the analysis of 

high - latitude solar activity (polar faculae) and found phase asynchrony 

between northern and southern hemisphere. Zolotova and Ponyavin (2007) 

found that phase synchronization was detected only in the low-frequency 

modes and the high-frequency component demonstrated a noisy behavior with 

amplitude synchronization and strong phase mixing. Chatterjee (2001) used an 

artificial neural network to predict the time series using the F10.7 cm radio flux 

as an index and concluded that it has a state space dimension of 11 and can be 

predicted one day in advance with reasonable accuracy. 

4.2 Data Set 

In this analysis data of daily sunspot numbers and the daily counts of 

solar radio flux at 10.7 cm are used. Exhaustive explanation of the calculation 

of the International Sunspot Numbers, which ensure the scaling with respect to 
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the Zurich Sunspot Numbers, is given in Cugnon (1997) and available online at 

http://sidc.oma.be/index.php3. Further, the sunspot number data are available 

online at the http://www.ngdc.noaa.gov. 

4.3 Analysis With Various Techniques 

In this work advanced non-linear techniques such as Cross Wavelet 

Transform (XWT), Wavelet Coherence (WTC) and Cross Recurrence Plots 

(CRPs) are used to study the phase asynchrony between sunspot activity and 

F10.7 cm solar radio flux. To maintain the continuity of the paper short 

description of methods are given in further sub sections. 

4.3.1 Mutual Information and Embedding Dimension 

The complex nonlinear system attracts to a stable periodic orbit or fixed 

point, when the maximal Lyapunov exponent is not larger than zero. The 

modulus of the exponent shows the level of the stabilization (Mininni et al. 

2002). The dynamic system should be neutrally stable if the maximal Lyapunov 

exponent is equal to zero. Moreover, if the Lyapunov exponent is larger than 

zero, then we can define this system to be chaotic or unstable. The maximal 

Lyapunov exponent can be considered as the most important Lyapunov 

exponent because it can be used to define the dynamic properties of a certain 

system (Rosenstein et al., 1993). 

 The embedding dimension of a time series can be calculated by Cao 

algorithm (Kennel et al., 1992). For the time series𝑥 𝑡 , we should choose a 

proper embedding dimension 𝑚 after selecting the suitable time delay 𝜏. 

4.3.2 Cross Recurrence Plots (CRPs) 

To measure the phase difference between sunspot number and solar radio 

flux (F10.7 cm) the Cross-Recurrence Plot (CRPs) method has been used in 

this work (Marwan et al. 2007). Recurrence plots visualize the recurrence of 

states of dynamical system in phase space with an arbitrary number of 

dimensions (Eckmann et al., 1985, 1987). The method of recurrence plots is 

extended to the cross recurrence plots (CRP), which among other enables the 

http://www.ngdc.noaa.gov/
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study of synchronization or time differences in two time series Zbilut et al. 

(1998). In the cross recurrence plots, the line of synchronization (LOS) is 

emphasized in a distorted main diagonal. Analytically it is given by 

                                                      𝐶𝑅𝑖 ,𝑗
𝑚 ,𝜀𝑖 =  Θ 𝜀𝑖 −  𝑥 𝑖 − 𝑦 𝑖  ,              ……………. (4.1) 

where𝑥𝑖  ,𝑦𝑖 ∈ 𝑅𝑚  (i =1,…,𝑁𝑥  ,𝑗 = 1, … , 𝑁𝑦 , with 𝑁𝑥  and 𝑁𝑦  corresponding to the 

number of days, 𝑥𝑖and 𝑦𝑖  are the variables. In this case for the sunspot number 

and Solar radio flux, 𝜀𝑖  is the threshold distance,  .   is the norm (e. g. the 

Euclidian norm) and Θ is the Heaviside function depends on the difference 

between the distance of two points and the preferred cut-off distance. 

Visualization of the CRP is a graphical pattern of the matrix 𝑁𝑥 × 𝑁𝑦  and all 

elements (𝐶𝑅𝑖 ,𝑗 ) of which are either zero or one. The CRP of the two 

corresponding time series will not contain a main diagonal, but if the two are 

similar, a fluctuated line is the CRP linking a distorted main diagonal can occur.  

This line is called the Line of Synchronization (LOS). In the more common non-

stationary case, an off – set of the LOS away from the main diagonal is an 

indication of a phase shift or a time delay between the two considered time 

series (Marwan et al., 2004).  

4.3.3 Advanced Wavelet Techniques  

Detailed discussions of wavelet analysis technique have been given in 

Chapter 2. 

4.4 Results and Discussion   

In this study advance non-linear approaches CRP, XWT and WTC are 

used to investigate the phase asynchrony between solar radio flux and sunspot 

activity. Figure 4.1, shows the daily counts of solar radio flux (F10.7) (upper 

panel) and sunspot number (bottom panel) in the time interval from January, 

1996 to December, 2013. It was noticed that the daily Solar activity seems to 

have good phase synchronization at the ascending and descending phase of 

the Solar cycle 23 and ascending phase of Solar cycle 24.  It was noticed that 
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the solar activity maxima occur at least during a cycle first near the end of the 

ascending activity phase and then in the early years of descending phase.  

 

Figure - 4.1: Plots of daily counts of Solar radio (F10.7cm) flux (upper panel), and 
sunspot numbers (lower panel). 

Figure 4.2 (upper panel) and (lower panel) show the graph of mutual 

information of Solar radio flux and sunspot numbers as a function of time delay. 

Fraser and Swinney (1986) suggested that the value of the time delay is the 

value when the mutual information exhibits a marked first minimum. The value 

of time lag for sunspot numbers and solar radio flux are 35 and 27 respectively. 

Mathematical algorithm written by Cao (1997) used to estimate the embedding 

dimension of solar radio flux and sunspot number and the result are displayed 

in Figure 4.3 (upper panel) and (lower panel). It was noticed that the value of E1 

is almost constant from 13 to 35 therefore the value of the embedding 

dimension of sunspot numbers is equal to 13 and for Solar radio flux is 10. The 

sunspot numbers and Solar radio flux time series is a fixed signal, but 

according to figure E2 does not always equal to 1, which implies that the scalar 

Solar activity exhibits the dynamical properties of a low dimensional data 

deterministic chaos. 
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Figure - 4.2: Plots of Mutual information as a function of Time Lag for Solar radio flux 
(upper panel) and sunspot numbers (lower panel) 

 

Figure -  4.3: Variables of E1 and E2 as a function of Dimension for Solar radio flux (upper 
panel) and sunspot numbers (lower panel) 
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Figure - 4.4: Cross recurrence plot (CRP) of Sunspot number and Solar radio flux with 
the characteristics of Dimension: 1, Delay: 1, Threshold: 10% (fixed neighbors amount). 
Both axes are time axis day of year (DOY) from January 1, 1996 to December 3, 2013. Red 
line shows the Line of Synchronization (LOS) 

 

Figure - 4.5: Cross-wavelet transform (XWT) of Sunspot number and solar radio flux. The 
black contour indicates the 5% significance level. The cone of influence, which indicates 
the region affected by edge effects, is shown with a thin black line. The color code for 
power ranges from blue (low power) to red (high power) 

Figure 4.4, shows the CRPs between daily counts of sunspot number 

and solar radio flux (F10.7cm). In figure black dots mark a recurrence and both 

axes are time axes. The regions around the days of activity (points) 2000 and 

5000 (i.e. Days of years 2001 and 2008) corresponds to the period of high 

Solar activity. At 2000 point (cycle 23), the recurrences (black dots) are nearly 

equal, but around 5000 black dots evidence the difference in time when the 



Page | 80 
 

maximum of activity is reached. Also deviation of line of synchronization (LOS) 

slightly from the main diagonal (it related to the frequencies and phases of the 

systems considered) shows the  level of synchronization (or time difference in 

two time series) between Solar radio flux and sunspot numbers at the maximum 

and declining phase of Solar cycle 23  (years 2001 and 2008 i.e. around the 

points 2000, 4000 - 5500). Dispersive points show the close correlation to the 

maximum phase.  

Figure 4.5, displayed the XWT between the daily counts of sunspot 

number and Solar radio flux. Arrows represents the phase relation in time 

frequency space. Arrows point to the right when the two processes are in phase 

and to the left when they are in out of phase. If an arrow points up, then the first 

process lags behind the second one. From a statistical point of view, the 

reliable results are located within the cone of influence and the arrows beyond 

the cone of influence are not reliable (Torrence and Compo, 1998; Moortel, et 

al., 2004). The thin black curve (inside COI) demonstrates the periods above 

95% confidence level (Torrence and Compo, 1998).  

It is found that almost all of the arrows are horizontal and point to the 

right in the low frequency ranges, which suggested that Solar radio flux (F10.7) 

and sunspot numbers are in phase around the periodic scales of about 512 -

1024 days (i.e. 1.4 year - 2.8 year). However, there still have small phase 

deviations within these areas, the arrows subtend a small angle with the 

horizontal upward direction, which implies that F10.7 cm flux slightly lags 

behind the sunspot numbers. The Solar activities indicators show the 

asynchronous behavior during the year 2008 - 2009 at higher frequency band 

(see Figure 4.5). In the higher frequency bands (less than 256 days), all the 

significance levels (small black contours) inside the cone of influence (COI) 

represents the periodicity around 27 day (the Sun‘s rotational period around the 

equatorial) from 1996 to 2013. This result is in agreement with the previous 

study done by many researchers with the different solar parameters (Ness and 

Wilcox, 1964; Willson et al., 1999; Yin et al., 2007; Kilcik et al., 2010).  

On the other side, lower frequency band (512-1024 days) shows the 

phase asynchronization during the time interval of 2000 - 2005, which is 
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considered as maximum phase and highly disturbed period of the Solar cycle 

23. It was also noticed that Solar parameters shows day - to - day periodic 

variation it was due to the fact that radio flux (F10.7) originates from upper 

atmospheric layers of Sun‘s chromosphere and lower in its corona, changes 

steadily in response to the number of spot groups on the Solar disk. Bachmann 

and White (1994) reported that the phase shifts exhibit an odd–even pattern 

(there is no time lag or lead for cycles 20 and 21; there is one month time lag 

for cycles 22 and 23). 

The cross wavelet transform and wavelet coherence (Figures 4.3 and 

4.4) reveals the strong phase mixing in the high frequency component sunspot 

number and solar radio flux. Zhang et al. (2012) suggested that it may explain 

the various properties of the photosphere and corona on a short time scale.  

The wavelet coherence and phase difference for two frequency bands (namely 

3.5 - 7 and 7 - 14 year bands) are shown in Figure 4.6 (b) and 4.6 (c).  

 

Figure - 4.6: (a) Wavelet coherence (WTC) between monthly counts of Sunspot number 
and solar radio flux (F10.7) from the period of 1996 to 2013.  The cone of influence is 
shown with a thick black line. Coherency ranges from blue (low coherency) to red (high 
coherency). Figures (b) and (c) represents phase difference between monthly values of 
Sunspot number and solar radio flux (F10.7) with different frequency bands. Red line in 
figures (b) and (c) represents the phase difference between sunspot number and solar 
radio flux. The blue line represents sunspot number phase and green line represents 
solar radio flux phase 
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The wavelet coherency is essentially useful in highlighting the time and 

frequency interval where two phenomena have a strong phase interaction 

(Perez - Peraza, 2008). When a particular Solar cycle is strong, the value of the 

phase difference becomes in phase and vice versa. It was found that F10.7 cm 

flux lagging behind the sunspot numbers. The phase difference fluctuate 

violently at 7 - 14 frequency band (period scale around the 11 year Schwabe 

cycle) than 3.5 - 7 frequency band during the minimum and maximum phases 

of the cycle, which shows non-linear behavior in both the frequency bands. In 

Figure 4.6 (b), during the ascending phase (i.e. 0 - 2 years) of Solar cycle 23 

the sunspot number leads by 900 to the Solar radio flux and at the declining 

phase (8.5 - 12.5 years) the Solar radio flux leads by 900 to sunspot number. 

Nearly strong correlation between the F10.7 cm radio flux and the sunspot 

number show an origin of weak magnetic fields. Both the Solar activity 

parameters viz. sunspot number and solar radio flux shows highly turbulent 

during the maximum phase of Solar cycle 23. Figure 4.6(c) displayed the phase 

difference of the solar activity parameters at 7-14 year frequency band.  It is 

concluded that odd Solar cycle 23 is highly disturbed in comparison to even 

cycle 24. During the Solar cycles 23 and 24 sunspot number and solar radio 

flux have phase difference of one month. This result is an agreement with that 

of Bachmann and White (1994). 

These analyses present that the different characteristics of sunspot 

number to the F10.7 cm radio flux at the lower and higher frequency band and it 

is verifying that sunspot number lead (0 to π/2) to the F10.7 cm radio flux during 

the initial (0-2 year band), maximum (3-5 year band) and in the declining phase 

(7-9 year band) of the Solar cycle 23. The initial phase (11 - 14 year band) of 

cycle 24 sunspot number leading but at the maximum phase of Solar cycle 24, 

F10.7 cm radio flux leading to the sunspot number. The Figures 4.7 and 4.8 

illustrate the cross wavelet and wavelet coherence of sunspot number and solar 

radio flux respectively. The cross wavelet transforms reveals the ~ 28 days 

periodicity same as the wavelet coherence. 
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Figure - 4.7: Cross-wavelet transform (XWT) of daily counts of Sunspot number and 
coronal index, Time ranging from 1996 to 2008 (Solar cycle 23). The black thick contour 
indicates the 5% significance level. The cone of influence, which indicates the region 
affected by edge effects, is shown with a thin black line. The color code for power ranges 
from blue (low power) to red (high power) 
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Figure - 4.8:  Wavelet coherence (WTC) between daily counts of Solar radio flux and 
Coronal index (upper panel), Sunspot number and coronal (lower panel) index from the 
period of 1996 to 2008 (Solar cycle 23).  The cone of influence is shown with a thick black 
line. Coherency ranges from blue (low coherency) to red (high coherency) 
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4.5 Conclusions 

In this chapter, we studied the phase relation between sunspot number 

and radio flux at 10.7 cm using various non-linear techniques. To confirm our 

result we calculate the wavelet cross correlation and wavelet coherence of 

sunspot number and solar radio flux with the coronal index (CI) respectively. 

The quantitative CI represents the total energy emitted by the sun‘s outermost 

atmosphere at the wavelength of 530.3 nm. Cross wavelet Transform (see 

Figure 4.5) between sunspot numbers and Solar radio flux (F10.7cm solar radio 

flux) shows that the power is mainly concentrated at ~ 27 days, where as for 

sunspot numbers and coronal index (CI) as well as F10.7 cm radio flux and CI it 

is also concentrated  around 27 days (See in Figures; 4.7 and 4.8).  

The rotational characteristic manifests a strong phase asynchrony with 

respect to the solar equator. Therefore, there should certainly exist difference 

between the two caused by their different definitions. The relationship between 

the CI and SNs is not precisely linear some time it is not correlated with SNs 

(Deng et al. 2012). Different value of time lag for sunspot numbers and Solar 

radio flux shows that they are originated from different layers of Solar disc (i.e. 

photosphere and chromosphere) Sunspot activity is affected by the convection 

zone and the inner layer of the chromosphere. However, the Solar radio flux 

affected by the outer layer of the chromosphere and inner corona. These 

phenomena may responsible for the phase relationship (Zhang et al., 2012). 

Zhang et al., (2012), established the phase relationship between smoothed 

monthly mean sunspot number and F10.7 cm flux. They shows Schwabe cycle 

belt sitting across the region of high spectral power. A relation exists between 

the 2800 MHz (10.7 cm) solar radio flux observed by ground stations and the 

sunspot number as defined by Wolf (Covington, 1969 and Hathaway et al., 

2002).  

 Our results are in agreement with Wilson et al., (1987) they found also 

near Solar maximum the F10.7 cm radio flux follows more closely the observed 

number of sunspots than the Zurich sunspot number, which is more strongly 

influenced by the number of sunspot groups. Deng et al. 2013 also reported 

that F10.7 cm radio flux lags behind SNs during most parts of time series from 
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period of 1950 to 2010  and their relatives phase difference vary from -4 to 3 

months with a mean value of -1.5 months. He concluded that these activity 

indicators are more asynchronous about the minimum and maximum of a Solar 

cycle as compare to ascending and descending phases of the cycle.  

The phase relationship between them is not only time-dependent but 

frequency dependent also. The maximum of F10.7 cm solar radio flux occurs 

about 1.5 years after the maximum of sunspot numbers in Solar cycles 20 and 

21, while there is no lag between them in Solar cycles 18 and 19 (Wilson et al., 

1987). Cliver and Ling, (2001) proposed that the cosmic-ray cycle appears to 

lag behind the sunspot cycle by about one year for odd-numbered cycles (as 19 

and 21) while even numbered cycle keep in phase. Therefore, these analyses 

may also conclude that the odd-even numbered cycles (as 23 and 24) 

essentially not in phase. Fligge and Solanki (1997) show good agreement 

between the inter - cycle variations of 10.7 cm radio flux relative to Zurich 

sunspot relative number and sunspot area over cycles 18 to 20 which are no 

longer true for Solar cycles 21 and 22. 

The numbers of soft X-ray flares and Hα flares have an obvious time lag 

in the odd-numbered Solar cycles and no time lag in the even-numbered Solar 

cycles with respect to sunspot number for the entire Sun and both hemispheres 

(Temmer et al., 2003). Yan et al. (2012) also found that smoothed monthly solar 

radio flux at 2800 MHz has a time lag for cycles 22 and 23 and no time lag for 

cycles 20 and 21 with respect to the smoothed monthly sunspot number. 

Finally, we conclude that the cross recurrence plots of sunspot number and 

solar radio flux have information about the synchronous behavior of data series. 

We found that phase synchronization only in the initial and at maximum phase 

of cycles 23 and its component demonstrated a noisy behavior at the declining 

phase of cycle 24.  

This result suggests that their non-linear features as the sunspots group 

reveals on the photosphere and the radiation affected by number of sunspots 

decreasing.  The cross wavelet transform shows the strong phase interaction at 

the maximum phase of cycles and has the periodicity of 27 day associated with 

the average solar rotation period for active regions. Mavromichalaki, et al 
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(2005) also suggested that the 27 days synodic repetition is a good indicator of 

the global sectorial pattern of heliospheric magnetic fields. This periodicity 

suggest that the formation of sunspots start from higher latitudes and in 

advancement stage formation zone slowly moves towards the equator 

approaching some saturation during the maximum activity years. These 

findings suggest that the magnetic field system originating on the photosphere 

in form of active regions (sunspot numbers or areas) and their evolutions in the 

course of the Solar cycle are inadequately coupled. 

*********** 
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Chapter - 5 

Multifractal Analysis of Sunspot 
Number Time Series 

 

5.1 Introduction 

 Solar activities are related with the magnetic field of Sun. Its strength at a 

typical point on the solar surface is a few gauss. However significant variation in 

this value and there are localized regions known as sunspots, in which the field 

can much higher (Bray et al., 1979).The sunspots are formed above the surface 

of Sun and extended out into the Sun‘s Corona. Due to symmetry of twisted 

magnetic lines as the origin of sunspot, they are generally seen in pairs or in 

groups of pairs at both sides of the solar equator. As the sunspot cycle 

progresses, spots appear closer to sun‘s equator giving rise to the so called 

―butterfly diagram‖ in the time latitude distribution (Petrovaye, 2000). The 

twisted magnetic fields above sunspots are sites where Solar flares are 

observed. It has been found that chromospheric flares show a very close 

statistical relationship with sunspots (Bray et al., 1979).  

 The number of sunspots continuously changing in time in a random 

fashion and constitutes a typically random time series. Time series analysis 

approach for analyzing and understanding real world problems such as climatic 

and financial data is quite popular in the scientific world (Addison (2002), 

Feder(1988), Kumar and Foufoula (1993a), Kumar and Foufoula (1997), 

Lafreniere and Sharp (2003), Mandelbrot and Hudson (2004), Meyer (1998), 

Rangarajan and Sant (2004). Till a decade ago, statistical and Fourier 

analysis methods were quite popular for studying the behavior of real world 

data. However, recently wavelet and fractal methods are applied for a better 

understanding of the behavior of such series Addison (2002), Arneodo et al 

.(2003), Hu and Nitta (1996), Kulkarni (2000), Kumar and F o u f o u l a  (1993b, 

1993c), Mallat (1999), Rangarajan and Sant (2004),Turiel et al.(2006).   
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 Fractal and multifractal algorithms have been applied broadly to 

photospheric magnetic field data. Sunspots remain the best known 

manifestation of solar magnetic activity and its cycle, and thus have been a 

subject of extensive research. Indeed, sunspots and related activities have 

been analyzed by various methods, including correlation analysis (Bogart, 

1982; Temmer et al., 2002), Chaos analysis (Veronig et al., 2000; Jevtic et al., 

2001) and multifractal analysis (Abramenko, 2005; Movahed et al., 2006; 

McAteer, et al., 2007). Multifractal theory provides an elegant statistical 

characterization of many complex dynamical variations in nature and 

engineering (Gao, et al., 2006; 2007). It is conceivable that it may enrich 

characterization of the sun‘s magnetic activity and its dynamical modeling 

(Howe et al., 2000).  

 In recent times, a particularly noteworthy work has been reported by 

Movahed (Movahed et al., 2006). Abramenko et al. (2002) found that the 

relative fraction of small scale fluctuation in the magnetic field contribute 

significantly more prior to flaring. Abramenko et al. (2005) found that active 

regions reach a critical state of intermittency prior to flaring. The multifractal 

scaling behaviors reported by Movahed et al., (2006) are valid for timescales up 

to more than 50 years. Movahed et al., (2006) raised the question; this 

inconsistency compels us to question the relevance of the reported 

multifractality to sunspots: is it a genuine property of the sunspots or is it an 

irrelevant feature simply introduced by the specific filtering technique employed.  

5.2 Data Set 

 In this analysis we used the monthly counts of sunspot number for the 

multifractal analysis from the time span of 1964 to 2013. This period include 

complete Solar cycles 20 – 23 and ascending phase of Solar cycle 24. The data 

set are available online and downloaded from 

http://www.ngdc.noaa.gov/stp/space-weather/Solar-data/Solar-indices/.  

 

 

http://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-indices/
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5.3 Theoretical background 

 In this chapter we studied the multifractal characteristics of sunspot 

number using wavelet based multifractal analysis technique. We have also 

analyzed the regularity of sunspot data using wavelet based non-parametric 

approach. 

5.3.1 The  Discrete Wavelet Transform (DWT) 

 The detail information of this method was given in Chapter - 1. 

5.3.2 Wavelet Based Multifractal Formalism 

Anomalous variation in sunspot data creates large amplitude wavelet 

coefficients. The wavelet transform not only locates isolated anomalous events, 

but can also characterize more complex multifractal sunspot data having non 

isolated singularities. Multifractal objects cannot be completely described using 

a single fractal dimension (mono fractals). They have an infinite number of 

dimension measures associated with them. The wavelet transform takes 

advantage of multifractal self- similarities, in order to compute the distribution of 

their singularities. This singularity spectrum is used to analyze multifractal 

properties. The time series of sunspot numbers usually depict fractal or 

multifractal features. Time series are commonly called self- affine functions as 

their graphs are self-affine sets that are similar to themselves when transformed 

by anisotropic dilations.  

Mathematically, if 𝑓 𝑥  is a self- affine function representing the sunspot 

data then, For 𝑥0 ∈ 𝑅, ∃ 𝐻 ∈ 𝑅 such that for any 𝜆 > 0, 

                     

                          𝑓 𝑥0 +  𝜆𝑥 −  𝑓 𝑥0  ≅  𝜆𝐻 𝑓 𝑥0 + 𝑥 − 𝑓 𝑥0                  … … . (5.1)      

The exponent H  here is called roughness or Hurst exponent. Note that if 

H < 1, then 𝑓 is not differentiable and smaller the exponent H, the more singular 

is 𝑓. 
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Hurst exponent indication indicates that how globally the function f 𝑥  is 

regular. It  rellates fractal dimension DF as DF = 2 – H. Fractal functions can 

posses multi – affine properties in the sense that their roughness (or regularity) 

may fluctuate from point to point. To describe these multifractal functions, one 

thus needs to change slightly the definition of the Hurst regularity of 𝑓 so that it 

becomes a local quantity 

                                                         𝑓 𝑥 + 𝑙 −  𝑓(𝑥) ~ 𝑙 𝑥                                … … . . (5.2)                                                                                              

The local Hurst exponent  𝑥  is generally called Holder exponent of 𝑓  

at the point 𝑥.  For sunspot data time series 𝑓 𝑡 , a function  𝑡 , the Holder 

function of 𝑓, which measures the regularity of 𝑓 at which point 𝑡 is associated. 

The point wise Holder h of 𝑓 at point 𝑥0 is defined as 

 𝑥0 = lim𝑠𝑢𝑝 : ∃ 𝑐 > 0,  𝑓 𝑥 −  𝑓 𝑥0  ≤  𝑥 − 𝑥0  ,  𝑥 − 𝑥0 < 𝜌  ………(5.3)                                                         

(Here h is an integer and 𝑓  is non- differential). 

One may also define local exponent 𝑙(𝑥0)  as 

𝑙 𝑥0 = lim sup : ∃ 𝑐 > 0,  𝑓 𝑥 −  𝑓 𝑦  ≤ 𝑐 𝑥 − 𝑦  ,  𝑥 − 𝑥0 < 𝜌,  𝑦 − 𝑥0 <

 𝜌                                                                                                                                 … … …… (5.4)                                                                                                                  

Where  and 𝑙  are different in general. For example  

                  𝑓 𝑥 =   𝑥 𝑠𝑖𝑛
1

 𝑥 𝛽  
,   0 = 0, 𝑤𝑖𝑙𝑒 𝑙 0 =  



1 + 𝛽
               … . (5.5) 

They have quite different properties. For instance 𝑙  is stable through 

differentiation   𝑙 𝑓
,, 𝑥0 = 𝑙 𝑓, 𝑥0 − 1 , whereas  is not. The smaller  𝑥  is, 

the more irregular the function 𝑓 is at 𝑡. 

5.3.3 Partition Function 

It is not possible to calculate the Pointwise Lipschitz (Holder) regularity of 

a multifractal because its singularities are not isolated, and the finite numerical 

resolution sufficient to discriminate them. To overcome this difficulty   Muzy et 
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al. (1994) have introduced the concept of wavelet transform modulus maxima 

using a global partition function (Arneodo et  al., 2003). Let Ψ be a wavelet with 

n vanishing moments. Mallat has shown that if 𝑓 has a pointwise Holder 

(Lipschitz) regularity 𝛼0 ≤ 𝑛 at 𝑣 then the wavelet transform 𝑇𝛹𝑓(𝑎, 𝑏) has a 

sequence of modulus maxima that converges towards 𝑣 at fine scales. The set 

of maxima at the scale 𝑎 can thus be interpreted as a covering of the singular 

support of 𝑓 with wavelets of scale 𝑎. At these maxima locations                       

                                                       𝑇𝛹𝑓(𝑎, 𝑏) ≈ 𝑎𝑎0+1 2                                     … … … … . (5.5) 

Let  𝑢𝑝(𝑎) 
𝑝∈𝑧

be the position of all local maxima of  𝑇𝛹𝑓(𝑎, 𝑏) ≈  𝑎𝑎0+1 2  

at a fixed scale 𝑎. The partition function Z measures the sum at a power q of all 

these wavelet modulus maxima 

                                                          𝑍 𝑞, 𝑎 =    𝑇𝛹𝑓(𝑎, 𝑢𝑝) 
𝑞

𝑝

                 … . . … … . (5.6) 

For each 𝑞 ∈ 𝑅, the scaling exponent 𝜏(𝑞) measures the asymptotic decay of 

𝑍(𝑞, 𝑎) at fine scale  𝑎 

                                                             𝜏 𝑞 = lim inf
log 𝑍(𝑞, 𝑎)

𝑙𝑜𝑔𝑎
                       … … … . . (5.7) 

This typically means that 𝑍 𝑞, 𝑎 ~𝑎𝜏(𝑞). 

5.4 Analysis 

In this chapter we have analyzed the multifractal characteristics of 

sunspot number during the Solar Cycles 20 to 23 and current Solar Cycle 24 

using wavelet based multifractal techniques.  

5.4.1 Wavelet analysis of Sunspot Numbers 

 Wavelet analysis is a tool for analyzing localized variations of power 

within a time series (Lau and Wang, 1995; Torrence and Compo, 1998). In this 

section, a given data set is divided into components with different scales, which 

allows the investigation of each component with a resolution matched to its 

scale. This property is especially useful for signals that are non-stationary, 
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having short-lived transient components and have features at different scales or 

have singularities (Kumar and Foufoula-Georgiou, 1997). In the present 

analysis both Daubechies and Coifmann wavelets are used as mother wavelet 

to decompose considered time series and Morlet wavelets are used for 

Multifractal spectral analysis.    

 

Figure - 5.1: DWT decompositions of Solar Cycle 20 using Daubechies2 wavelet. 
Anomalous variation should be found at 50 no. of samples (i.e. at the maximum phase of 
cycle) 

 

 

Figure - 5.2: DWT decomposition of Solar Cycle 20 using Coifman5 wavelet. Anomalous 
sharp variation should be found between 60 to 65 no. of samples (i.e. at the maximum 
phase of cycle) 
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Figure - 5.3: DWT decompositions of Solar Cycle 21 using Daubechies2 wavelet. 
Anomalous sharp variation should be found at 50 no. of samples (i.e. at the maximum 
phase of cycle) 

 

Figure - 5.4: DWT decompositions of Solar Cycle 21 using Coifman5 wavelet. Anomalous 
sharp variation should be found between 48 to 58 no. of samples (i.e. at the maximum 
phase of cycle) 
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Figure - 5.5: DWT decompositions of Solar Cycle 22 using Daubechies2 wavelet. 
Anomalous variation should be found at 50 no. of samples (i.e. at the maximum phase of 
cycle) 

 

Figure - 5.6: DWT decompositions of Solar Cycle 22 using Coifman5 wavelet. Anomalous 
sharp variation should be found between 40 to 60 no. of samples (i.e. at the maximum 
phase of cycle) 
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Figure - 5.7: DWT decompositions of Solar Cycle 23 using Daubechies 2 wavelet. 
Anomalous variations should be found between 45 to 80 no. of samples (i.e. at the 
maximum phase of cycle) 

 

Figure - 5.8: DWT decompositions of Solar Cycle 23 using Coifman5 wavelet. Anomalous 
sharp variation should be found at 58 no. of samples (i.e. at the maximum phase of 
cycle) 
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Figure - 5.9: DWT decompositions of Solar Cycle 24 using Daubechies2 wavelet. 
Anomalous variation found at 50 no. of samples (i.e. at the maximum phase of cycle) 

 

Figure - 5.10: DWT decompositions of Solar Cycle 24 using Coifman5 wavelet. 
Anomalous sharp variation should be found between 50 to 60 no. of samples (i.e. at the 
maximum phase of cycle) 
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Figure -5.11: DWT decompositions of Solar cycle 20, 21, 22, 23 and 24 using Daubechies 
2 wavelet. Anomalous variations should be found at the maximum phase of respective 
cycles. 

 

Figure- 5.12: DWT decompositions of Solar cycle 20, 21, 22, 23 and 24 using Coifman 5 
wavelet. Anomalous sharp variations should be found at the maximum phase of 
respective cycles. 
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 The DWT analysis of different Solar cycles as well as the whole Solar 

cycle‘s data is shown in Figures from 5.1 to 5.12. In these figures, the x-axis 

represents the time period of the data under consideration. In all figures first 

panel represents the variation in observed sunspot number time series. The 

second one gives the approximation ―𝐴4‖ which approximation part corresponds 

to the amplitude of the sunspot data for respective wavelets used at level 4. 

Approximation coefficient ―𝐴4‖ of all the figures separate the short term 

anomalous variation from the long term variations. On the other hand, other 

four parts 𝐷1,𝐷2,𝐷3 and 𝐷4 represent detail  coefficients of the sunspot data.  

 The detail coefficients reveal that the sunspot magnetic field strength 

changes between positive and negative values. It indicates the existence of a 

strong and variable magnetic field on the Sun as sunspots. The detail 

coefficients of sunspot numbers show the high frequency components during 

the initial and main phase of the Solar cycle and their time evolution. However, 

it also displayed the result of cycles having high amplitudes in the period/ 

sampling range. 

  It was found that very high frequency components present only during 

the main phase of the respective Solar cycles and they are very strong in 

amplitude and stable for higher level of decomposition. Even though there are 

some strong fluctuations in the main phase and recovery phase but they are not 

as persistent as that present during the initial phase and main phase of the 

cycles.   Our analysis shows that multi-resolution analysis using wavelet detail 

and approximation coefficients allow analysis of local features of sunspot 

number time series. 

5.4.2 Multifractal Analysis of Sunspot Numbers  

We performed the multifractal analysis by calculating the Legendre 

spectra using FRACLAB software, developed at INRIA and available online at 

http://www-rocq.inria.fr. Since the sunspot data have some missing values we 

take the longest segments of sunspot data without any missing values. The 

length of each segment is about 120, thus permitting to obtain reliable 

estimates of the singularity spectrum and multifractal parameters. Figures 5.13 



Page | 100 
 

to 5.18 (Right upper panel) shows the singularity spectrum and (right lower 

panel) shows the singularity spectrum for the selected segments for each Solar 

cycle. 

 

Figure - 5.13: Multifractal analysis of Solar Cycle 20 using CWT (Morlet wavelet of size 8 
and 128 voices, LS regression and local maxima). In figure Left panel show the Legendre 
spectra and Right (upper) panel gives the singularity spectrum and Right (lower) panel 
for scaling function of the considered time series 

 

Figure - 5.14: Multifractal analysis of Solar Cycle 21 using CWT (Morlet wavelet of size 8 
and 128 voices, LS regression and local maxima).  In figure Left panel show the 
Legendre spectra and Right (upper) panel gives the singularity spectrum and Right 
(lower) panel for scaling function of the considered time series 
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Figure - 5.15: Multifractal analysis of Solar Cycle 22 using CWT (Morlet wavelet of size 8 
and 128 voices, LS regression and local maxima). In figure Left panel show the Legendre 
spectra and Right (upper) panel gives the singularity spectrum and Right (lower) panel 
for scaling function of the considered time series 

 

Figure - 5.16: Multifractal analysis of Solar Cycle 23 using CWT (Morlet wavelet of size 8 
and 128 voices, LS regression and local maxima). In figure Left panel show the Legendre 
spectra and Right (upper) panel gives the singularity spectrum and Right (lower) panel 
for scaling function of the considered time series 
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Figure - 5.17: Multifractal analysis of Solar Cycle 24 using CWT (Morlet wavelet of size 8 
and 128 voices, LS regression and local maxima). In figure Left panel show the Legendre 
spectra and Right (upper) panel gives the singularity spectrum and Right (lower) panel 
for scaling function of the considered time series 

 

Figure - 5.18: Multifractal analysis of Solar cycles 20, 21, 22, 23 and 24 using CWT (Morlet 
wavelet of size 8 and 128 voices, LS regression and local maxima). In figure Left panel 
show the Legendre spectra and Right (upper) panel gives the singularity spectrum and 
Right (lower) panel for scaling function of the considered time series. 
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Figure - 5.19: CWT of Solar Cycle 20 using Morlet Wavelet of size 8 and 128 voices. In 
figure X axis represents the number of samples and Y axis represent scale. The upper 
panel shows the raw data of the time series and lower panel its continuous wavelet 
transform (CWT) 

 

Figure - 5.20: CWT of Solar Cycle 21 using Morlet Wavelet of size 8 and 128 voices. In 
figure X axis represents the number of samples and Y axis represent scale. The upper 
panel shows the raw data of the time series and lower panel its continuous wavelet 
transform (CWT) 
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Figure - 5.21: CWT of Solar Cycle 22 using Morlet Wavelet of size 8 and 128 voices. In 
figure X axis represents the number of samples and Y axis represent scale. The upper 
panel shows the raw data of the time series and lower panel its continuous wavelet 
transform (CWT) 

 

Figure - 5.22: CWT of Solar Cycle 23 using Morlet Wavelet of size 8 and 128 voices. In 
figure X axis represents the number of samples and Y axis represent scale. The upper 
panel shows the raw data of the time series and lower panel its continuous wavelet 
transform (CWT) 



Page | 105 
 

 

Figure - 5.23: CWT of Solar Cycle 24 using Morlet Wavelet of size 8 and 128 voices. In 
figure X axis represents the number of samples and Y axis represent scale. The upper 
panel shows the raw data of the time series and lower panel its continuous wavelet 
transform (CWT) 

 

Figure - 5.24: CWT of Solar cycle 20, 21, 22, 23 and 24 using Morlet Wavelet of size 8 and 
128 voices. In figure X axis represents the number of samples and Y axis represent 
scale. The upper panel shows the raw data of the time series and lower panel its 
continuous wavelet transform (CWT) 
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The entire spectrum presents the typical single - humped shape that 

characterizes multifractal nature of sunspot number. The spectra for each 

segments of sunspot time series, are not identical, although they are very 

similar to each other. The smaller values of α correspond to the burst of events, 

while higher values of α correspond to events occurring sparsely (Voros, 2000). 

The spectrum gives geometrical information pertaining to the dimension of sets 

of points in a signal having a given Holder exponent. This is the most precise 

spectrum from a mathematical point of view, but is also difficult one to estimate. 

Large deviation spectrum yields statistical information, related to the probability 

of finding a point with a given Holder exponent in the signal. More precisely, it 

measures how this probability behaves with the change in resolution. 

 

Figure - 5.25: Non-parametric point wise Holder regularity estimation using CWT with 
Morlet wavelet for the Solar Cycle 20 

 

Figure - 5.26: Non-parametric point wise Holder regularity estimation using CWT with 
Morlet wavelet for the Solar Cycle 21 
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Figure - 5.27: Non-parametric point wise Holder regularity estimation using CWT with 
Morlet wavelet for the Solar Cycle 22 

 

Figure - 5.28: Non-parametric point wise Holder regularity estimation using CWT with 
Morlet wavelet for the Solar Cycle 23 

 

Figure - 5.29: Non-parametric point wise Holder regularity estimation using CWT with 
Morlet wavelet for the Solar Cycle 24 
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Figure - 5.30: Non-parametric point wise Holder regularity estimation using CWT with 
Morlet wavelet for the Solar Cycles 20 - 24 

Legendre spectrum is a concave approximation to the large deviation 

spectrum. Its main purpose is to yield much more robust estimates, though at 

the expense of a loss of information. It could base on box method or CWT 

techniques. In the sequel we show some sample results for the spectra 

computed with the Legendre technique. Figures 5.13 to 5.18 (left panel) show 

the results of the CWT (Morlet wavelet) based estimation of the Legendre 

spectrum which represents an approximation of the spectrum for five different 

Solar cycles. Each of the Figures 5.14 to 5.22 consists of two parts. The first 

part on the top of each of these figures represents the signal or raw data. The 

second part of these figures shows the analyzed pattern with the application of 

Morlet wavelet of size 8 and 128 voices of five different Solar cycles. Figure 

5.24 shows multifractal analysis of the whole Solar cycles. The Holder exponent 

characterizes the regularity of the magnetic field strength of sunspot under 

consideration either by point wise regularity or local regularity. The non-

parametric point wise Holder regularity approach used with CWT with Morlet 

wavelet for the Solar Cycle 20 - 24 also for whole Cycles (i.e. 20 – 23 and 

ascending phase of Solar Cycle 24) was shown in Figure 50.25 to 5.30. It 

clearly shows that the exponent that arise sharply in the multifractal analysis 

asses the regularity of sunspot time series. 

5.5 Conclusions 

In the Present study wavelet transform techniques was employed to 

decompose the time series of sunspot numbers into different scales. Wavelet 
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analysis is particularly suited to decomposition and  detect the multiple signal 

(time series) and follow the time evolution of the frequency distribution of a 

given time series (Ivanov et al., 2001; Kovacs et al., 2001; Lui, 2002; Mendes et 

al., 2005; Mandea and Balasis, 2006; Zaourar et al., 2006; Gaci et al., 2010). 

This property is important particularly when one considers non-stationary 

processes. In addition, wavelet analysis is a powerful multistage resolution 

technique to deeply understanding the complex features of real world 

processes different kinds of multifractality, long-range dependence (LRD), non-

stationary, oscillatory behaviour and trends. Wavelet-based estimators used 

successfully for estimating scaling behaviour and applied to time series (Balasis 

et al., 2006).  

Various phenomena related to sun and space weather conditions show 

fractal and multifractal behavior when plotted against time. Multifractals have 

infinite number of dimensions associated with them. Solar activity data which 

are multifractal, are singular (i.e. changes abruptly) at almost every point. There 

exist three main multifractal spectra, viz. the Hausdroff, large deviation and 

Legendre spectra. The multifractal spectra provide a useful substitute of the 

build-up of magnetic energy for solar active regions. The scaling of magnetic 

structures is associated with the regime of fully developed turbulence at high 

Reynolds number. It is also based on the close analytical connection between 

fractal geometry and turbulence in magnetized plasmas (McAteer, Gallagher 

and Conlon, 2010; McAteer, 2013). Basically, any of these three spectra 

provides information as to which singularities occur in the data, and which are 

dominant: a spectrum is a one dimensional curve where abscissa represents 

the Holder exponents actually present in the data, and ordinates are related to 

the amount of points where we encounter a given singularity. Wavelet analysis 

provided visualization of the sunspot number data at different levels. The 

results of this work provide a general view of the pattern of sunspot number 

data of different Solar cycles along with the whole cycles.  However, recent 

studies have shown that non-gaussian fluctuation is responsible for the 

presence of extreme events in space plasmas.  

*********** 
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Chapter – 6 

Multifractal Detrended Fluctuation 
Analysis (MF-DFA) of Solar Wind 
Plasma Parameters during Solar 
Cycle 23 

 

6.1 Introduction 

Precise study of solar wind plasma parameters is very important in 

context of solar terrestrial plasma relation with magnetosphere. Solar wind 

consist of continuous extremely variable hot plasma that radially flows out from 

the corona, and moves with supersonic speeds, ranges from 300 km s−1 to 

about 2000 km s−1 during transient solar events. The solar winds are embedded 

with magnetic field of the Sun, as well as different structures, waves and 

turbulent fluctuations on a wide range of scales. There are two basic 

characteristic that represent the two states of flow of the solar wind: fast 

streams and slow streams. These states can be differentiated by kinetic 

parameters such as speed, kinetic temperature and more precisely by the 

elemental and charge state composition (Feldman et al., 2005). That 

compositional difference between the fast and slow solar wind arises due to 

their different origins in the corona. Solar wind plasma parameters (i.e speed, 

density and temperature) are continuously measured by many satellites. Many 

processes like adiabatic cooling, heating due to stream interactions and shocks, 

dissipation of waves, and transfer of energy from pickup protons to the thermal 

protons affect the temperature as the solar wind moves outward. 

Several publications discuss the variation in Solar wind parameters 

which have durations of hours and boundary widths of tens of minutes. These 

variations  in the Solar wind parameter can also lead to better understanding of 

the nature and properties of the Solar wind plasma, the stability (or lack thereof) 
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of these structures and the character of plasma instabilities. An analysis of the 

properties and features of large changes of the Solar wind ion flux was 

presented by Riazantseva et al. (2003). Now a day in Solar wind parameters 

are well investigated even though some indistinct problems are still exist 

(Schwenn and Marsch, 1990; Burlaga, et al., 2005). It is because the origin of 

the Solar wind is complex and the region of Solar wind acceleration has not 

been probed properly. Also most of the phenomena related with solar wind 

plasma are non-linear. These are generally characterized by multifractality and 

intermittence phenomena. 

The magnetohydrodynamic (MHD) description of nonlinearity in solar 

wind plasma induces dynamical scenario of nonlinear partial differential 

equations. The variation in dynamical profile of the solutions due to control 

parameter can diverge from simple self-organized states, such as limit cycles or 

torus, to strange attractors and multifractal spatiotemporal patterns. Also, the 

nonlinearity in solar wind plasma generate the intermittent turbulence with the 

representative characteristics of the anomalous diffusion process and strange 

topologies of stochastic scalar wind velocity and magnetic fields are caused by 

the strange dynamics and strange kinetics. Many scientists worked on 

understanding the solar wind plasma dynamics using complexity theory 

approach. Burlaga et al. used concept of self-organization and low-dimensional 

chaotic process for solar wind and space plasmas (Burlaga 1987, 1991a,b,c, 

1992, 1993, Burlaga and Forman 2002, Burlaga et al. 2003) and Pavlos et al. 

(1991v). Moreover Pavlos et al. (Pavlos, 2011; 2012) presents the multiscale 

and multifractal and non-Gaussian character of the solar wind medium 

introducing the intermittent turbulence theory for the explanation of solar wind 

dynamics. 

The concept of multifractality was used in the context of scaling 

properties of intermittent turbulence in Solar wind plasma (e.g., Marsch and Tu, 

1997; Bruno et al., 2001). Many authors propose the observed scaling 

exponents, using simple and advanced models of the turbulence based on 

distribution of the energy flux between cascading eddies on various scales. 

Burlaga (1991) has been investigated the multifractal spectrum of magnetic 
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field data using Voyager in the outer heliosphere and using Helios (plasma) 

data in the inner heliosphere (Marsch et al., 1996). 

The standard multifractal analysis techniques have been developed for 

the multifractal characterisation of normalized time series. This techniques does 

not give correct results for non-stationary time series, such as solar wind 

plasma, which are affected by trends. In order to quantify the multifractality in 

Solar wind plasma parameters such as solar wind temperature, proton density 

and solar wind speed multifractal detrended fluctuation analysis (MFDFA) 

method (Oswiecimkaa, 2005; Drozdz, et al., 2009; Gyuchang, et al., 2007; 

Norouzzadeh, et al., 2006; Zhou, 2009; Yuan, 2009; Gu, et al., 2007; Wang, et 

al., 2009; Oswiecimka, et al., 2008) has been used in this work. Multifractal 

detrended fluctuation analysis (MFDFA), is a generalisation of the standard 

detrended fluctuation analysis (DFA), it is based on the identification of the 

scaling of the qth-order moments of non-stationary time series (Kantelhardt et 

al., 2002). 

In recent years the detrended fluctuation analysis (DFA) method has 

become a widely-used technique for the determination of (mono) fractal scaling 

properties and the detection of long-range correlations in noisy, non-stationary 

time series. It has successfully been applied to diverse fields such as DNA 

sequences (Peng et al., 1994, Buldyrev et al., 1998), heart rate dynamics 

(Bunde et al., 2000, Peng et al.,2001 ), neuron spiking (Blesic et al., 2001), 

human gait (Hausdroff et al., 1997), long-time weather records (Koscielny-

Bunde et al., 1998), cloud structure (Ivanova et al., 2000), geology (Malamud et 

al., 1999), ethnology (Alados et al., 2000), economics time series (Mantegna et 

al., 1999), and solid state physics (Kantelhardt et al., 1999). Yu et al. (2012) 

examined the multifractal properties of the daily solar X-ray brightness, Xl (i.e., 

1 - 8 ˚A X - rays (Wattsm−2)) and Xs (i.e., 0.5 - 4 Å X - rays (Wattsm−2)), during 

the period from 1 January 1986 to 31 December 2007, including two solar 

cycles (Solar Cycles 22 and 23 respectively), using the universal multifractal 

approach (Schertzer and Lovejoy 1987) and MFDFA (Kantelhardt et al. 2002). 

The MF-DFA method shows that the multifractality of the time series in cycle 23 

is weaker than that in cycle 22. 
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6.2 Data Source 

The data used for this study are the daily counts of Solar wind plasma 

parameters as temperature, density and speed from January 1996 to 

December 2006 it is  nearly the time span of Solar Cycle 23. The dataset used 

in the work was available online at the OMNIweb data explorer (at 

http://omniweb.gsfc.nasa.gov/). The data were analyzed using the multifractal 

detrended fluctuation analysis technique in order to characterize the intrinsic 

scaling property of Solar wind plasma parameters.  

6.3 Multifractal Detrended Fluctuation Analysis (MF-DFA) 

The Wavelet Transform Modulus Maxima (WTMM) method and 

Multifractal Detrended Fluctuation Analysis (MF-DFA) method are used to find 

the multifractal spectrum of non-stationary time series. If true fractal structure of 

data is unknown MF-DFA gives more accurate result as compare to WTMM 

method. It shows less bias and being less likely to give a false positive result. 

Due to the fact MF-DFA is used in this work to analyze the Solar wind plasma 

parameter. MF-DFA is well suited for analysis of Solar wind data because it is 

designed for data of a finite length𝑁, without requiring an 𝑁 → ∞approximation 

for validity. In this method Solar wind data is treated as a one-dimensional line 

and assigns new values to each portion of data. It deals with the data having 

direction-dependent scaling properties and the non - equivalence of the time 

and value axes. The assigned values are then assessed for multifractality.  

The generalized multifractal DFA (MFDFA) for Solar wind data can be 

described as follows. Suppose that 𝑋𝑗 be a Solar wind plasma parameter time 

series of length N, with compact support, i.e. 𝑋𝑗 = 0 for an insignificant fraction 

of the values only. The profile at location 𝑖,𝑌 𝑖  is defined by taking the sum of 

deviation from the mean value and analytically given by (Kantelhardt et al., 

2002; Telesca et al., 2004),  

                                     𝑌 𝑖 =   {𝑋𝑗 − 𝑋 }𝑖
𝑘=1 ,  𝑖 =  1, . . . , 𝑁.                        …… … … .  (6.1) 

http://omniweb.gsfc.nasa.gov/
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Subtraction of the mean 𝑋  is not compulsory, because it would be eliminated in 

the preceding step. 

The profile 𝑌 𝑖  is divided into 𝑁𝑠 ≡ 𝑖𝑛𝑡(𝑁/𝑠) non-overlapping segments 

of equal size 𝑠. Since the length 𝑁 of the series may not be multiple of the 

considered time scale 𝑠, an unequal and short part  < 𝑠  of the profile may left 

at the end. In order not to disregard this part of the series, the same procedure 

is repeated starting from the opposite end. Thus, 2Ns segments are obtained 

altogether. Then local trend for each of the 2Ns segments is calculated by a 

least-square fit of the series.  

The variance between the series 𝑌 𝑖 and the ordinate of the fitted 

polynomial  𝑦𝑣(𝑖)  is calculated as  

                                   𝐹2 𝑠, 𝑣 =
1

𝑠
  𝑌  𝑣 − 1 𝑠 + 𝑖 − 𝑦𝑣(𝑖) 2                        …… . (6.2)

𝑠

𝑖=1

 

Where indices 𝑖 and 𝑣 correspond to the original data points and the segment of 

size 𝑠 respectively.   

 The fluctuation function can be extended to include higher order 

moments (say 𝑞 values) to analyze the scaling property of different 

ranges of fluctuations, and also the detrending polynomial,  𝑦𝑣can take 

any order  𝑛(linear, quadratic, cubic, etc.). The generalized fluctuation 

function, 𝐹𝑞(𝑠) is thus defined by averaging over all segments to obtain 

the 𝑞𝑡 order fluctuation function as 

                                           𝐹𝑞 𝑠 =  
1

2𝑁𝑠
  𝐹(𝑠, 𝑣) 

𝑞

2

2𝑁𝑠

𝑣=1

 

1
𝑞 

                                  … … . . (6.3) 

where the index variable 𝑞 can take any real value except zero. In 

case 𝑞 = 0, the fluctuation function cannot be determined directly from 

equation (6.3) because of diverging exponent. Thus, 𝐹0(𝑠) is 

approximated by taking the logarithmic average as,  
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                                             𝐹0 𝑠 =  𝑒𝑥𝑝
1

4𝑁𝑠
 𝐼𝑛 𝐹(𝑠, 𝑣) 

2𝑁𝑠

𝑣=1

                            … … . . (6.4) 

 To develop the relation between segment length 𝑞 and fluctuation 

functions 𝐹𝑞(𝑠) above procedure was repeating several times for 

different values of segment length. Typically 𝐹(𝑞)𝑠  will increase with 

increasing𝑠.  

 The scaling behavior of the fluctuation functions was determined by 

analyzing log-log plots 𝐹𝑞(𝑠) versus 𝑠 for each value of 𝑞. If the series 

𝑋𝑗 has long-range power-law correlated, 𝐹𝑞(𝑠) increases, for large values 

of s, as a power-law, 

                                                                        𝐹𝑞 𝑠 ∝ 𝑠(𝑞)                                       … … . . (6.5) 

The exponent (𝑞) may depend on 𝑞 and known as generalized Hurst 

exponent. For 𝑞 = 2, (𝑞) is identical to the well-known Hurst exponent H and 

provide information about the average fluctuation of the series. For positive 

values of 𝑞, (𝑞) describes the scaling behavior of the segments with large 

fluctuations. The large fluctuations are characterized by a smaller scaling 

exponent (𝑞) for multifractal series. On the other hand, for negative values of 

𝑞, (𝑞) describes the scaling behavior of the segments with small fluctuations, 

characterized by a larger scaling exponent.  

 The simplest way to analyze the Solar wind plasma is to link the 

generalized fluctuation function and the standard box counting formalism 

of multifractal analysis. For original data 𝑋𝐽 , the mass distribution 

probability in the 𝑣𝑡 segment of size 𝑠 unit, 𝑃𝑠(𝑣)  is written as, 

                                            𝑃𝑠 𝑣 =  𝑋𝑗 = 𝑌 𝑣𝑠 − 𝑌[ 𝑣 − 1 ]

𝑣𝑠

𝑘= 𝑣−1 𝑠+1

           … … . . (6.6) 

 The mass scaling function, 𝜏(𝑞) is then defined by partition function 

𝜇(𝑞, 𝑠) as, 



Page | 116 
 

                                                                 𝜇 𝑞, 𝑠 =    𝑃𝑠(𝑠) 𝑞

𝑁/𝑠

𝑣=1

∝                            … … . .  6.7  

 The mass scaling function is related to the generalized Hurst scaling 

function, h(q) as Yu et al. (2011) 

                                                                 𝜏 𝑞 = 𝑞 𝑞 − 1 − 𝑞𝐻′                           …… . .  6.8  

where𝐻′ =  1 − 1 is called the non conservation parameter and proceed to 

the 𝑓 𝛼  spectrum by the Legendre transforms: 

𝛼 𝑞 =
𝑑𝜏 𝑞 

𝑑𝑞
 

                                                          𝑓 𝛼(𝑞) = 𝛼 𝑞 𝑞 − 𝜏 𝑞                                 … … . .  6.9  

A plot of 𝑓 𝛼 and 𝛼 is the multifractal spectrum for the Solar wind data. 

Here 𝛼 is the singularity strength or Holder exponent, while 𝑓 𝛼  denotes the 

dimension of the subset of the series that is characterized by 𝛼. We can directly 

relate 𝛼 and 𝑓 𝛼  to  𝑞 , 

                               𝛼 =  𝑞 + 𝑞′(𝑞) and 𝑓 𝛼 = 𝑞 𝛼 −  𝑞  + 1     …… . .  6.10  

Non - stationarity is a frequent characteristic of composite variability and 

associated with various trends in the data patches having different local 

statistical properties (Kantelhardt et al., 2001). The DFA method reduces the 

effect of non - stationarities on scaling property of data. The reason for 

detrending analysis is to remove the undue influence of larger scale on the 

statistics of Solar wind plasma data at the scale. The MF-DFA method allows 

the detection of scaling property of a physical variable embedded in noisy data 

that can disguise true fluctuations of the series Biswaset al. (2012). 

6.4  Results and discussion 

 The Multifractal Detrended Fluctuation Analysis (MFDFA) method allows 

a reliable multifractal characterization of multifractal non - stationary time series 

of Solar wind plasma parameters. The variation of Solar wind plasma 
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parameters as temperature (upper panel), density (middle panel) and speed 

(lower panel) for solar cycle 23 are presented in Figure 6.1. We have analyzed 

the Solar wind temperature, proton density and Solar wind speed data using 

multifractal detrended fluctuation analysis technique.  

 

Figure - 6.1 Variations in solar plasma parameters as solar wind temperature (upper 
panel) /proton density (middle panel) and solar wind speed (Lower panel) during Solar 
cycle 23 
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Figure - 6.2 (a) q-order Hurst exponent (b)Generalized Hurst exponent q-order mass 
exponent (c)  Mass exponent function (d) Singularity spectrum D(q) as function h(q)  for 
Solar wind temperature for  Solar Cycle 23. 

 

Figure - 6.3 (a) q-order Hurst exponent (b) Generalized Hurst exponent q-order mass 
exponent (c)  Mass exponent function (d) Singularity spectrum D(q) as function h(q)  for 
Solar wind density for  Solar Cycle 23 
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Figure- 6.4 (a) q-order Hurst exponent (b)Generalized Hurst exponent q-order mass 
exponent (c)  Mass exponent function (d) Singularity spectrum D(q) as function h(q)  for 
Solar wind speed for  Solar Cycle 23 

 Figures 6.2 (a), 6.3 (a) and 6.4 (a) represents the q-order Hurst exponent 

that slope gives the generalized Hurst exponent, which are shown in Figure  6.2 

(b), Figure  6.3 (b) and Figure 6.4 (b), for temperature, density and speed 

respectively an in all figures q ranging from - 5 to 5. For monofractal time series 

characterized by a single exponent over all time scales, (𝑞) is independent 

of𝑞. For multifractal time series, (𝑞) varies with 𝑞. The different scaling of small 

and large fluctuation will yield a significant dependence of (𝑞) on 𝑞. Therefore, 

for positive value of 𝑞, (𝑞) describes the scaling behavior of the segments with 

large fluctuations; and for negative 𝑞 values, the scaling exponent 

(𝑞) describes the scaling behavior of segments with small fluctuations. Taking 

(𝑞) = - 5 the boundary, the generalized Hurst exponents (𝑞) for all the 

parameters decreases as the value of q increases for q=0 the value of (𝑞) =

0.7 for Solar wind temperature (𝑞) = 0.9 for proton density and (𝑞)  = 0.7 for 

Solar wind speed after that value of (𝑞) decreases with the value of 𝑞 in 

positive phase of wavelike structure. This indicates that small variations of all 
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parameters are persistent and the value of (𝑞) gets closer to 0 with the 

increase in 𝑞, whereas the large variation of temperature display anti-persistent 

properties. It was concluded that Solar wind proton density possesses the 

multifractal features. On the other hand Solar wind plasma temperature and 

speed extremely show multifractality nature.  

Figures 6.2 (c), 6.3 (c) and 6.4(c) show the dependence of 𝜏(𝑞) and 𝑞. It 

was found that the entire plot shows non-linear behavior. The non - linear 𝜏(𝑞) 

means multiple scaling and degree of non - linearity of the 𝜏(𝑞). The slopes of 

𝜏(𝑞) for all the parameters are similar indicating a similar degree of 

multifractality.  The distinct value of 𝜏(𝑞) given in figures, for various parameters 

of Solar wind parameter suggested the highest degree of multifractality in these 

parameters. Figures 6.2 (d), 6.3 (d) and 6.4 (d) shows the singularity spectra for 

all Solar wind parameter under studied. The width of the fractal spectrum shows 

the distinction between the maximum probability and the minimum probability 

(i.e. ∆ =  𝑞𝑚𝑎𝑥  − (𝑞𝑚𝑖𝑛 )). The widths of spectrum (degree of multifractality) 

are 0.19235, 0.85381 and 0.12653 for temperature, density and speed 

respectively suggesting that the strength and complexity of Solar wind 

parameters fluctuations. Also all of them exhibit the shape of parabolic curve, 

indicating the multifractal structure of Solar wind parameters. The singularity 

spectrums of Solar wind have left truncation for Solar wind temperature and 

speed whereas the singularity spectrum has right truncation for proton density. 

This is because proton density has multifractal structure that is sensitive to 

large magnitude of local fluctuation. 

6.5 Conclusions 

In this chapter, we attempted to demonstrate the multifractal properties 

of Solar wind plasma parameter, (i.e. Solar wind temperature, proton density 

and Solar wind speed) using Multifractal Deterended Fluctuation Analysis 

(MFDFA). The multifractal property of Solar wind parameters is the key 

significance in studying Solar wind plasma turbulence for a symmetric scaling. 

The concept of multifractality of solar wind plasma can be used to increase 

deeper insight into the various processes occurring in non-linear dissipative 
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dynamical systems such as magnetized plasma in the solar atmosphere. The 

plot of the generalized Hurst exponents is a distinctive fingerprint of the 

presence of multifractality. One more reason to include multifractality is the 

existence of a highly intermittent character of solar wind plasma was arises in 

the evolution of the dynamic systems, where dissipative processes may not be 

neglected. This finding suggests that monofractal models like fractional 

Brownian motion are not sufficient to capture the inherent richness of the time 

series properties of the Solar wind plasma parameters. Furthermore, the values 

of the generalized Hurst exponents suggest that small fluctuations in the 

analyzed time series are persistent.  

The fluctuations in Solar wind speed are not quite of a random nature but 

result from deterministic non-linear dynamic. It can be described by a small 

number of parameter, most likely by a strange with multifractal structure 

(Macek, 2006). The multifractality in our analysis characterized the impulsive 

and intermittent phase of solar wind parameters. Intermittency implies a 

tendency of a certain quantity to concentrate into small-scale features of high 

intensity surrounded by extended areas of much lower fluctuations (Monin & 

Yaglom 1975). Intermittency manifests itself via the burst-like behavior in 

temporal and spatial domains. 

Non-Gaussian fluctuations can be incorporated by using the non-

extensive approach (Tsallis, 1988) as in Bolzan et al. (2005b). Gotoh and 

Kraichnan (2004) concluded that any non-extensive representation of 

turbulence phenomena requires significant assessment of the turbulent plasma 

environment. Recently it was found that non-gaussian fluctuation is responsible 

for the presence of extreme events in solar wind plasma parameters. Using a 

non-extensive approach, Balasis et al. (2008) suggested the emergence of two 

distinct phases: (i) the phase where the intense magnetic storms cause a 

higher degree of magnetic field organization, which is associated with the 

presence of various kinds of large scale coherent structures Chang et al. (2006) 

and (ii) the phase which characterizes the normal periods with lower magnetic 

field coherence. 
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Thus we concluded that, a theoretical framework is required to 

developed for examine the nature of the higher solution observations of the 

solar wind plasma fluctuations. Our results provide direct supporting evidence 

the Solar wind plasma parameter is likely to have multifractal structure. It is 

worth pointing that multifractality of solar wind plasma is an important finding, 

which open the possibility of approximately predicting the behavior of the Solar 

wind plasma. We hope that analysis of multifractality of Solar wind plasma 

could to a deeper understanding of their nature and may be even to predict 

there seemingly unpredictable behavior.    

*********** 
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ABSTRACT 
 

Wavelet based Multifractal analysis techniques provides a sophisticated statistical characterization 
of many complex dynamical phenomena related with Sun and its environment. In this work 
multifractal property of the Sunspot number time series, has been analyzed during Solar cycle 23 
and ascending phase of Solar cycle 24 using Wavelet transform and wavelet based multifractal 
approach. Present analysis has been performed using the software FRACLAB, developed at INRIA 
and available online at http://www-rocq.inria.fr. It was found that the singularities spectrum for 
sunspot time series was well Gaussian in shape suggesting the multifractal characteristics of time 
series. Thus we conclude that the multifractal based approach provide the local and adaptive 
description of dynamical processes related with Sun and its climate and can be applied effectively 
in the study of solar activity. 
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1. INTRODUCTION  
 

The significant feature of the Sun’s outer regions 
is the existence of a reasonably strong magnetic 
field which governs all solar activities inside the 
Sun and its atmosphere. According to the lowest 
order of approximation, the magnetic field of the 
Sun is dipolar and axisymmetric in nature. In 
some localized regions known as sunspot the 
value of magnetic field are much higher [1]. 
Sunspots are generally seen in pairs or in groups 
of pairs at both sides of the solar equator. 
According to Petrovaye [2] as the sunspot cycle 
progresses, spots appear closer to sun’s equator 
giving rise to the so called “butterfly diagram” in 
the time latitude distribution. The twisted 
magnetic fields above sunspots are sites where 
solar flares are observed. Bray [1] has been 
found that chromospheric flares show a very 
close statistical relationship with sunspots. The 
number of sunspots continuously changing in 
time in a random fashion and constitutes a 
typically random time series [3]. The newly 
corrected sunspot time series [4-7] progressively 
indicates the declination in solar activity before 
the commencement of the Maunder Minimum, 
while the slow rising drifts in activity after the 
Maunder Minimum. It shows that by the mid 18th 
century, solar activity returned to levels 
corresponding to those observed in current solar 
cycles. Also Gkana and Zachilas [8] analyze 
Sunspot number version 2.0 data and claim that 
prolonged solar activity minimum is probable 
occur, lasting up to the year ≈ 2100. 
 

Analysis of sunspot could lead significant 
improvement in the measurement of solar activity 
[9]. Recently sunspots and related activities have 
been analyzed by various methods, including 
correlation analysis [10], Chaos analysis [11,12] 
and multifractal analysis [13-15]. Schatten [16] 
used SODA index (Solar Dynamo Amplitude) for 
understanding of the Sun's dynamo processes to 
explain the connection between how the Sun's 
fields are generated and how the Sun broadcasts 
its future activity levels to Earth. Zachilas and 
Gkana [17] analyze the yearly data of mean 
sunspot-number during the period of 1700 to 
2012 and concluded that the yearly sunspot 
number is a low-dimensional deterministic 
chaotic system. Tarbell et al. [18] used the fractal 
analysis technique in the context of solar 
magnetic field to find a fractal dimension. Many 
authors [18-20] used fractal analysis technique to 
study the photospheric magnetic structure 

[18,20]. Tao et al. [21] applied numerical simulate 
distribution for the multifractal analysis of surface 
magnetic field. Later, numerical simulations of 
multifractality and intermittency of the solar 
structure were performed by so many 
researchers [22-26]. Multifractal theory provides 
an elegant statistical characterization of many 
complex dynamical variations in nature and 
engineering [27,28]. It is conceivable that it may 
enrich characterization of the sun’s magnetic 
activity and its dynamical modeling [29-30]. The 
relative fraction of small scale fluctuation in the 
magnetic field contributes significantly and reach 
a critical state of intermittency more prior to 
flaring [26]. It was found that active regions reach 
a critical state of intermittency prior to flaring [26]. 
The multifractal scaling behaviors reported by 
Movahed [31] are valid for timescales up to more 
than 50 years. McAteer [32] found analytical 
connection between multifractal formalism and 
the set of 3D equations that govern the small-
scale and large-scale magnetic structure on the 
Sun [33,34]. Recently, Georgoulis [35] and 
McAteer [32] achieved a contrary conclusion that 
studies of multifractals do not provide a 
predictive ability for the onset of solar flares. In 
this paper we have used the multifractal 
techniques and noticed the presence of 
multifractality in sunspot number time series 
during the Solar Cycle 23 and ascending phase 
of Solar Cycle 24.  
 
2. DATA SET  
 
In this analysis we used the monthly counts of 
sunspot number for the multifractal analysis for 
the time span of 1996 to 2016. This period 
includes complete Solar Cycles of 23 and 
ascending and maximum phase of current Solar 
Cycle 24. The dataset available online and 
downloaded from 
http://www.sidc.be/silso/datafiles. The Sunspot 
Index and Long Term Solar Observatory (SILSO) 
is the World Data Center for the production, 
preservation and dissemination of the 
international sunspot number. 

 
3. THEORETICAL BACKGROUND 
 
3.1 Wavelet Transforms  
 
Wavelet transform is an ideal technique for the 
analysis of real world signals that contain sharp 
changes and localized discontinuities [36]. The 
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wavelet transform use different window sizes, 
which are able to compress and stretch wavelets 
in different scales or widths; these are then used 
to decompose a time series [37] and decompose 
a one-dimensional signal into two-dimensional 
time–frequency domains at the same time [38]. 
Wavelet transform can be performed using two 
approaches: Continuous Wavelet Transform 
(CWT) and Discrete Wavelet Transform (DWT). 
The CWT introduces a very redundant and finely 
detailed description of time series in terms of 
both time and frequency. It is particularly helpful 
in resolving problems involving signal detection 
and identification of hidden transients such as 
hard to detect, short – lived elements of a time 
series. The scales and locations used in DWT 
are normally based on a dyadic arrangement (i.e. 
integer powers of two) [39]. DWT is especially 
useful for time series containing sharp jumps or 
shifts [40].  
 

3.2 Time Series Decomposition via the 
Discrete Wavelet Transform (DWT) 

 
The DWT is usually based on the dyadic 
calculation of position and scale of a signal [39]. 
The DWT is excellent for denoising the signals 
[41]. The DWT of a vector is the outcome of a 
linear transformation resulting in a new vector 
that has equal dimensions to those of the initial 
vector [42]. The discretization of wavelet 
functions is accomplished using a logarithmic 
uniform spacing that has a coarser resolution at 
higher scales [43,44]. In this study all the time 
series (for the Solar Cycles 23 and ascending 
phase of current Cycle 24) were decomposed 
using the Duabechies (db2) and Coifman (coif5) 
wavelets. Daubechies and Coifman (coif5) 
wavelets provide compact support, which 
indicate that the wavelets have non-zero basis 
functions over a finite interval, as well as full 
scale and translational orthonormality properties 
[45,46]. These features are very important for 
localizing events in the time-dependent signals 
[46].  
 

3.3 Wavelet Based Multifractal Formalism 
 
The wavelet transform not only locates isolated 
anomalous events, but can also characterize 
more complex multifractal sunspot data having 
non isolated singularities. Multifractal objects 
cannot be completely described using a single 
fractal dimension (mono fractals). They have an 
infinite number of dimension measures 

associated with them. The wavelet transform 
takes advantage of multifractal self-similarities, in 
order to compute the distribution of their 
singularities. This singularity spectrum is used to 
analyze multifractal properties. The concepts of 
fractals and multifractals and their relevance to 
the real world data were introduced by 
Mandelbrot [47]. The time series of sunspot 
numbers usually depict fractal or multifractal 
features. Time series are commonly called self- 
affine functions as their graphs are self-affine 
sets that are similar to themselves when 
transformed by anisotropic dilations.  
 
Mathematically, if �(�) is a self- affine function 
representing the sunspot number then  
 
For �� ∈ �, ∃ � ∈ � such that for any � > 0, 

 

�(�� +  ��) −  �(��)  ≅  ����(�� + �) − �(��)�   

(1) 
 
Here exponent H is known as roughness or Hurst 
exponent. Note that if H < 1, then � is not 
differentiable and smaller the exponent H, the 
more singular is �. 
 
For sunspot number �(�), a function ℎ(�), the 
Holder function of  �, which measures the 
regularity of � at which point � is associated. 
 
The point wise Holder h of � at point �� is defined 
as: 
 

 
 

(Here h is an integer and �  is non- differential). 
 
One may also define local exponent ℎ�(��)  as: 
 

                                                         
 

Where  and ℎ� are different in general. For 
example for 
  

�(�) =  |�|����
�

|�|�  , ℎ (0) = 0, � ℎ��� ℎ�(0) =  
�

�� �
                        

(4) 
 

They have quite different properties. For instance 
ℎ� is stable through differentiation (ℎ�(�,, ��) =
ℎ�(�, ��) − 1), whereas h is not. The smaller ℎ(�) 
is, the more irregular the function � is at �. 
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3.4 Partition Function 
 
Calculation of Pointwise Lipschitz (Holder) 
regularity of multifractal is not possible because 
its singularities are not isolated and the finite 
numerical resolution sufficient to discriminate 
them. To overcome this difficulty Muzy [48] have 
introduced the concept of wavelet transform 
modulus maxima using a global partition function 
[49]. Let Ψ  be a wavelet with n vanishing 
moments. Mallat [43] has shown that if � has a 
pointwise Holder (Lipschitz) regularity �� ≤ � at � 
then the wavelet transform ���(�, �) has a 
sequence of modulus maxima that converges 
towards � at fine scales. The set of maxima at 
the scale � can thus be interpreted as a covering 
of the singular support of � with wavelets of 
scale �. At these maxima locations 
 

|���(�, �)| ≈ ���� � �⁄                                    (5) 
 

Let ���(�)�
�∈�

be the position of all local maxima 

of |���(�, �)| ≈  ���� � �⁄  at a fixed scale �. The 
partition function Z measures the sum at a power 
q of all these wavelet modulus maxima: 
 

�(�, �) =  ∑ ����(�, ��)�
�

�                              (6) 

 
For each � ∈ �, the scaling exponent �(�) 
measures the asymptotic decay of �(�, �) at fine 
scale �: 
 

�(�) = lim inf
��� �(�,�)

����
                                  (7) 

 
This typically means that �(�, �)~��(�). 
 

4. RESULTS AND ANALYSIS 
 
In this study we have analyzed the multifractal 
characteristics of sunspot number during the 
Solar Cycle 23 and current Cycle 24 using 
wavelet based multifractal techniques. Sunspot 
numbers (SNs) are widely and frequently used in 
astronomy to reflect long term variations of solar 
activity, which has served as the primary time 
series to define solar activity [50-53]. 
 

4.1 Wavelet Analysis of Sunspot 
Numbers 

 
In this section DWT of the sunspot numbers for 
Solar Cycle 23 and 24 were carried out in terms 
of approximations and details coefficients using 
Daubechies and Coifmann mother wavelets. 
These wavelets have fractal structure and 
include both highly localized wavelets and                
highly smooth wavelets [54]. The sunspot time 
series (s) is decomposed into two orthonormal 
components, frequency (details) and 
approximations component. The approximations 
represent the long term of data which is almost 
identified to original time series and the detail 
coefficients represent the short period 
fluctuations in given period range. The result of 
analysis was shown in Figs. 1 – 4. In figures, the 
X-axis represents the time period of the sunspot 
time series. In all figures first panel represents 
the variation in sunspot number time series. The 
second panel gives the approximation coefficient 
“��” of all the figures. It separates the short term 
anomalous variation from the long term 
variations.  

 
 

Fig. 1. DWT decompositions of Solar Cycle 23 using Daubechies 2 wavelet. Anomalous 
variations found between 45-60 no. of samples (i.e. at the maximum phase of cycle) 
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Fig. 2. DWT decompositions of Solar Cycle 23 using Coifman 5 wavelet. Anomalous sharp 
variations found between 40-60 no. of samples (i.e. at the maximum phase of cycle) 

 

 
 

Fig. 3. DWT decompositions of Solar Cycle 24 using Daubechies 2 wavelet. Anomalous 
variations showing between 40 to 50 no. of samples (i.e. at the maximum phase of cycle) 

 

 
 

Fig. 4. DWT decompositions of Solar Cycle 24 using Coifman 5 wavelet. Anomalous sharp 
variations found between 40 to 50 no. of samples (i.e. at the maximum phase of cycle) 
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On the other hand, other four parts  ��,��, �� and 
�� represent detail coefficients of the sunspot 
time series. The detail coefficients reveal that the 
field strength changes between positive and 
negative values. This indicates the existence of a 
strong and variable magnetic field on the Sun as 
sunspots. The detail coefficients of sunspot 
numbers show that high frequency components 
during the initial and main phase of the solar 
cycle and their time evolution. It was noticed that 
very high frequency components present only 
during the main phase of the respective solar 
cycles and they are very strong in amplitude and 
stable for higher level of decomposition. Even 
though there are some strong fluctuations in the 
main phase and recovery phase but they are not 
as persistent as that present during the initial 
phase and main phase of the cycles.    
 

4.2 Multifractal Analysis of Sunspot 
Numbers 

 
In this section, we have done multifractal 
analysis of sunspot numbers time series [26,27]. 
 

The Legendre spectrum was calculated by 
FRACLAB software, developed at INRIA and 
available online at http://www-rocq.inria.fr. Since 

the sunspot data have some missing values we 
take the longest segments of sunspot data 
without any missing values. The order of the 
magnitude of the length of each segment is 
about 120, thus permitting to obtain reliable 
estimates of the singularity spectrum and 
multifractal parameters. Figs. 5 and 7 (Right 
panel) shows the Legendre spectra for the 
selected segments for both solar cycle. All the 
spectra present the typical single-humped shape 
that characterizes multifractal nature of sunspot 
number. The spectra of the segments for each 
sunspot time series, calculated for different time 
intervals are not identical. Nonlinear fluctuations 
are possibly due to the presence of multifractal 
processes. The smaller values of α correspond 
to the burst of events, while higher values of α 
correspond to events occurring sparsely [55]. 
The spectrum gives geometrical information 
pertaining to the dimension of sets of points in a 
signal having a given Holder exponent. This is 
the most precise spectrum from a mathematical 
point of view, but is also difficult one to estimate. 
Large deviation spectrum yields statistical 
information, related to the probability of finding a 
point with a given Holder exponent in the signal. 
More precisely, it measures how this probability 
behaves with the change in resolution. 

 

 
 

Fig. 5. Multifractal analysis of Solar Cycle 23 using CWT (Morlet wavelet of size 8 and 128 
voices, LS regression and local maxima). In figure Left panel show the Legendre spectra and 

Right (upper) panel gives the singularity spectrum and Right (lower) panel for scaling function 
of the considered time series 
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Legendre spectrum is a concave approximation 
to the large deviation spectrum. Its main purpose 
is to yield much more robust estimates, though at 
the expense of a loss of information. It could 
base on box method or CWT techniques. In the 
sequel we show some sample results for the 
spectra computed with the Legendre technique. 
Figs. 6 and 8 show the results of the CWT 
(Morlet wavelet) based estimation of the 
Legendre spectrum which represents an 
approximation of the spectrum for two different 
Solar Cycles. Each figures consist of two parts in 
which the first part on the top of each figure 

represents the signal or raw data. The second 
part of figure shows the analyzed pattern with the 
application of Morlet wavelet of size 8 and 128 
voices of different Solar Cycles. The non-
parametric point wise Holder regularity approach 
based on CWT with Morlet wavelet for the Solar 
Cycle 23 and ascending phase of Cycle 24 was 
shown in Figs. 9 and 10. The Holder exponent is 
used for the study that characterizes the 
regularity of the measure (function) of the 
magnetic field strength of sunspot under 
consideration at either pointwise regularity or 
local regularity.  

 

 

 
Fig. 6. CWT of Solar Cycle 23 using a Morlet wavelet of size 8 and 128 voices. In figure X axis 
represents the number of samples and Y axis represents scale. The upper panel shows the 

raw data of the time series and lower panel its continuous wavelet transform (CWT) 
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Fig. 7. Multifractal analysis of Solar Cycle 24 using CWT (Morlet wavelet of size 8 and 128 
voices, LS regression and local maxima). In figure Left panel show the Legendre spectra and 

Right (upper) panel gives the singularity spectrum and Right (lower) panel for scaling function 
of the considered time series 

 

 

 
 
Fig. 8. CWT of Solar Cycle 24 using a Morlet Wavelet of size 8 and 128 voices. In figure X axis 
represents the number of samples and Y axis represents scale. The upper panel shows the 

raw data of the time series and lower panel its continuous wavelet transform (CWT) 
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Fig. 9. Non-parametric point wise Holder regularity estimation using CWT with Morlet wavelet 
for the Solar Cycle 23 

 

 
 
Fig. 10. Non-parametric point wise Holder regularity estimation using CWT with Morlet wavelet 

for the Solar Cycle 24 
 

5. CONCLUSION 
 

Wavelet based multifractal analysis is a useful 
way to characterize the multifractality in time 
series. The result of our analysis shows that 
sunspot time series reveal multifractal character 
during Solar Cycle 23 and ascending phase of 
Solar Cycle 24. The DWT (Figs. 1 - 4) of Sunspot 
time series shows the phenomenological 
difference between Solar Cycle 23 and Cycle 24. 
It present Solar Cycle 23 has large range 
fluctuation due to the contribution of highly 
magnitude solar activities whereas during the 
Cycle 24 it is not noticed hence it is a quite Cycle 
except during the maximum phase revels the 
large fluctuations. The wavelet spectrum depicts 
in Figs. 6 and 8 reveals the time at which large 
variations in time series occur, which is more 
important for the investigation of multifractality. 
Various phenomenon related to Sun such as 
solar flares, sunspot, coronal mass ejection 
(CME) etc. Three main multifractal spectra viz. 
the Housedroff, large deviation and Legendre 
spectra (see Figs. 5 and 7) provides information 

as to which singularities occur in sunspot time 
series and which are dominant. Multifractal 
analysis provided both a local and a global 
description of the singularities of a signal. Recent 
studies have shown that non-Gaussian 
fluctuation is responsible for the presence of 
extreme events in space plasmas. Recently, 
using a non-extensive approach Balasis et al. 
[56] suggested emergence of two distinct 
phases: (i) the phase where the intense magnetic 
storms cause a higher degree of magnetic field 
organization, and (ii) the phase which 
characterizes the normal periods with lower 
magnetic field coherence. The phase (i) may be 
associated with the presence of different kinds of 
large scale coherent structures, also pointed out 
by Chang et al. [57]. The wavelet spectrum 
displayed in Figs. 6 and 8 reveals the time at 
which large variations occur which is very 
important in the investigation of multifractality. 
Thus, we conclude that Solar Cycle 23 
commonly shows the multiracial nature around 
the initial maximum and declining phase of cycle 
rather than Solar Cycle 24. It was not effective 
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during the initial phase of cycle. Solar Cycle 24 
has more fractal nature at the maximum phase 
and we wait for more result till complete the 
ongoing cycle.    
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Abstract: The sunspots are widely used to measure the rotational rate of solar surface. We are interested in analysis of the 

temporal evaluation of the short-term period present in sunspot time series (i.e. sunspot number and area) during the ascending 

phase of Solar Cycle 24. For the better understanding of variation in solar activity originated at different layers of the solar 

atmosphere with respect to sunspot cycles, we study the phase relation between sunspot numbers and sunspot areas using cross 

correlation analysis techniques based on extended wavelet based approaches such as continuous wavelet transform, cross-

wavelet transform, and wavelet coherence. In this study we found the short-term periodicity “27 days-rotational rate of Sun” 

for current solar cycle 24 (January 2008-May 2013), which suggested that the Solar Cycle 24 has minimum solar activity. We 

have also investigated the correlation between both parameters and identify the unusual conditions in space weather. 

Keywords: Sunspots, Rotational Rate of Sun, Solar Cycle, Solar Activity, Wavelet Analysis 

 

1. Introduction 

The helioseismic revealed that the solar magnetic field is 

created at the base of convention zone (tachocline) through a 

dynamo mechanism. Because of buoyancy, this magnetic 

field rises in the upward direction and appears on the solar 

surface as sunspots, plages, and networks. In the long-term 

period, the Sun exhibits an early11-year sunspot cycle 

(Schwabe Cycle) and for short-term periods the 27-day 

periodicity is the most prominent [1], [2]. The 27 day 

periodicity revealed in the interval 1994-2000 by [3]. The 

corresponding rotation period of the Sun found by [4] in their 

study of solar wind parameters of the interplanetary magnetic 

field (IMF). Several authors investigated the “midterm” 

periodicities of the sunspot data during Solar Cycles 12 

through 23 [5]-[12]. Sunspot numbers and sunspot areas are 

historically used to describe the long-term, mid–term and 

short-term quasi periodicities. Mid-term quasi-periodicities 

(one to several months or longer) was used in the diagnostics 

of various solar flare activities and sunspot numbers or areas 

etc. [13]-[21], [5], [22], [5], [23]-[29]. The relation between 

total corrected sunspot area A (in millionths of the visible 

solar hemisphere) and sunspot number R is not particularly 

good for daily values, although it has often been stated that 

the relationship becomes better when using monthly or yearly 

averages. 

This study aims to enhance the possibilities for detection 

and quantification of relationships between sunspot number 

and sunspot areas with wide stratigraphic uncertainties. 

Previous studies on this topic relied on basic statistical 

techniques such as cross-spectral analysis, regression, or 

correlation techniques. In addition, visual assessment of 

plots of such records is frequently used and extensively 

accepted [30]-[32]. Statistical methods and trend analysis 

are able to determine the significance of relationships 

between non-stationary time-series. However, performance 

of these methods compromised if time-series analyzed are 

same (i.e. having same wavelength) and phase shifted. 

Linear analysis approaches such as using the Fourier 

transform, may generate artifacts when they are applied to 

analysis of real world process. Currently, many advanced 
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analysis approaches, such as the cross wavelet transform 

(XWT), wavelet coherence (WTC) and cross-recurrence 

plot (CRPs) are widely used to study the nonlinear behavior 

of time series [33]. 

Cross-wavelet analysis permits detection, extraction and re 

construction of relationships between two non-stationary 

signals simultaneously in frequency (or scale) and time (or 

location) [34]. Cross-spectral analysis is a bivariate version 

of spectral analysis for comparison of two data sets [35]. 

Similarly, cross-wavelet transform (XWT) can be considered 

as a bivariate extension to wavelet transform (WT), which 

has been developed as a tool to filter, exam, and extract non-

stationary signals in time-series and images [36]. Arange of 

analysis approaches, namely continuous wavelet, cross 

wavelet, and wavelet coherence analyses, are employed to 

clarify the phase relationship between the smoothed monthly 

mean sunspot number and solar 10.7cm flux (F10.7) [37]. 

Analysis shows that the raise region of high spectral power 

sitting across the Schwabe Cycle belt, where the two time 

series are in phase [38]. However, analysis of the cross-

wavelet transform and wavelet coherence unveils 

asynchronous behavior featured with phase mixing in the 

high-frequency components of sunspot activity and solar 

F10.7, which may explain the different activity properties of 

the photosphere and corona on a short time scale. The 

comprehensive explanations of wavelet squared coherency 

and cross-wavelet phase angle using Morlet wavelet based on 

continuous cross-wavelet transform are given in [39] and 

[34] and references therein. The main concern of this paper is 

to apply the advanced wavelet based technique for the 

analysis of sunspot area and sunspot data. This paper is 

subdivided a section 2:includes the observation data and 

method of analysis; through section 3:we have interpreted the 

results and finally in the section 4:conclusion. 

2. Observational Data and Method of 

Analysis 

2.1. Data Set 

The daily values of sunspot number of the whole solar 

disk, northern and southern hemispheres of the Sun are 

published by the “Solar Influences Data Analysis Centre” 

(http://sidc.oma.be/sunspot-data/), a solar physics research 

division of the Royal Observatory of Belgium. 

We have used the daily and total (both the Northern and 

Southern hemisphere) values of sunspot number and area 

(expressed in units of millionths of the solar hemisphere) time 

series prior to January 2008 to May 2013, covering the 

ascending and maximum phase of Solar Cycle 24. The sunspot 

area data, beginning in May 9, 1874 were compiled at Royal 

Greenwich Observatory from a small network of observatories 

and available online at http://www.solarscience.msfc.nasa.gov. 

2.2. Wavelet Transform Technique 

We studied the relative behavior of sunspot area and 

sunspot number using wavelet based cross correlation 

techniques. Wavelet analysis is a tool for analyzing localized 

variations of power spectra within a time series [40], [34]. 

The wavelet technique decomposes a one-dimensional time 

series into a two-dimensional time-frequency space. 

Therefore, this method determines not only the periodicities 

of the dominant modes of variability, but also shows how the 

modes vary in time. Moreover, the wavelet technique is 

suitable to detect a signal which is relatively weak and 

intermittent in nature [40], [41]. To take into account 

describe wavelet in following ways: 

2.2.1. Continuous Wavelet Transform 

Wavelet analysis involves a transform from a one 

dimensional time series to a diffuse two–dimensional time-

frequency image for detecting the localized and quasi-

periodic fluctuations by using the limited time span of the 

data [40], [42]. The CWT has edge artifacts because the 

wavelet is not completely localized in time. It is therefore 

useful to introduce a cone of influence (COI) in which edge 

effects cannot be ignored. Here we take the COI as the area 

in which the wavelet power caused by a discontinuity at the 

edge has dropped to ���of the value of edge. It is used to 

satisfy the admissibility condition [43], [40], [34], [42]. The 

continuous wavelet transform of the time series is given by 

( ) *1
, ( ) ,

t x
W s t f t dt

ss

∞
Ψ

−∞

− = Ψ  
 ∫                    (1) 

Where ( )f t  is the time series of the sunspot data, 
*ψ  is 

the complex conjugate of continuous wavelet function ψ ,  

0s >  the scaling factor controlling the dilation of the mother 

wavelet and �  is the translation parameter determining the 

shift of the mother wavelet. It is common to use the Morlet 

wavelet, which consists of a complex exponential, where,�is 

the time,�is the wavelet scale and�� is the non-dimension 

frequency function. It is given by function [43] as 

2

0

1

4 2( )
i

t e e

η
ω ηπ

− −
Ψ =                            (2) 

Where is the frequency parameter that allows one to shift 

the frequency range for the investigation. When using 

wavelets for feature extraction purposes the Morlet wavelet 

(with �� = 6 6) is a good choice, since it provides a good 

balance between time and frequency localization. Fig.2 

shows the continuous wavelet spectra of the daily sunspot 

number and area. There evidently are common features in the 

wavelet power of the time series of high power above the 

95% confidence level. Both have a small scale periodicity 

(range from 16-32 days) about 27 days as the rotational rate 

of Sun. We therefore, restrict our further treatment to this 

wavelet, although the methods we present are generally 

applicable [44].  The idea behind the CWT is to apply as a 

bandpass filter to the time series. The wavelet stretched in time 

by varying its scale (�), so that  � = �. �, and normalizing it to 

have unit energy. Detailed technical information about the 

Morlet wavelet is available at the website 
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http://atoc.colorado.edu/research/wavelets/wavelet2.html. 

2.2.2. Cross Wavelet Transform 

Cross-wavelet transform (XWT) is an extension of wavelet 

transform to expose their common power and relative phase 

in time-frequency space between two time series [42]. The 

XWT of two time series�and�is defined as xy X yW W W= , 

where * denotes complex conjugation. We further the cross-

wavelet power as 
XYW . The complex argument arg ( )XYW  

can be interpreted as the local relative phase between � and 

in time frequency space. The cross wavelet transform 

exposes regions with high common power and further reveals 

information about the phase relationship. If the two series are 

physically related we would expect a consistent or slowly 

varying phase lag that can be tested against mechanistic 

models of the physical process. The univariate wavelet power 

spectrum can be extended to compare sunspot area ( )x s  and 

sunspot number ( )y s . One can define the wavelet cross 

spectrum as the expectation value of the product of the 

corresponding 

( , ) ( , ) *( , )xy xW s t W s t Wy s t=                        (3) 

Where * denotes the complex conjugate and ( ),xW s t  

( ),xW s t  and ( ),yW s t  are the wavelet transform of ( )x s  

and ( )y s  respectively. It not only determines the 

periodicities of the dominant modes of variability, but also 

shows how the modes vary in time. In contrast to the WPS, 

the WCS are complex valued. In order to get the phase 

relationship, we employed the codes provided by [34], which 

is displayed in Fig. 3. Furthermore, XWT shows that the two 

time series are in phase in the area, namely about 27 days 

periodic scale, with significant common features found in 

Fig. 2 with their confidence level is above 95%. However, 

during the maximum (i.e from year 2011 to 2013) phase 

arrows are pointing in the right direction and it shows that 

both time series are synchrony. The high frequency 

components range from 4 to 8days scale demonstrates the 

strong phase mixing because arrows at high frequencies are 

randomly distributed. [45] found via cross-recurrence plots 

the high frequency components in hemispheric sunspot 

activity are not responsible for the strong phase 

synchronization. 

2.2.3. Wavelet Coherence 

The wavelet coherence (WTC) another useful measure, 

which can show coherent cross-wavelet transform, is in time-

frequency space. WTC is necessary because the cross-

wavelet spectrum appears to be unsuitable for significant 

testing the interrelation between two processes [46]. Wavelet 

coherence is defined between two CWTs to find significant 

coherent even though the common power is low and WTC 

closely resembles a localized correlation coefficient in time 

frequency space [34]. The WTC between two time series x 

and y is defined as [34]. 

( )
( )( )

2

2

2 2

1 1
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1

( )
nsR s

S s S s

xy
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x y
n n

s s sW

sW W
− −

=
   
   
   
   

−
            (4) 

where scaleS  is smoothing operator. The wavelet coherence 

can be taken as a correlation coefficient to show the 

localization of time frequency, as the definition and the 

traditional correlation coefficient are very smaller. In this 

context, the smoothing operator S is 

( )nscale time
S(W) = (W (S) ,S S                        (5) 

where 
timeS  denotes smoothing along the wavelet scale 

axis, and 
scaleS  smoothing along the time axis. In the 

context of the Morlet wavelet, the smoothing operators given 

as [31] 
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22
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2( ( )* (0.6 ))scale ns n
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where 1c  and 2c  are normalization constant and Π  is a 

rectangle function. The factor 0.6 is a scale decorrelation 

length determined empirically for the Morlet wavelet [47]. 

Both convolutions are discrete. As a result, the normalization 

coefficients have to be determined numerically [34]. Fig. 4 

displayed the result of the XWT between the SSA and SSN. 

The WTC represents the strong phase mixing at period scale 

around the 32-128 days over the time period 2009-2012. 

However, the WTC indicates the noisy behavior with strong 

phase mixing in the high frequency components of both the 

SSN and SSA. 

3. Results and Discussion 

It is started by applying the well known wavelet tools, 

developed by [40], on the daily grouped sunspot number 

and sunspot area data from January 2008 May 2013. The 

current Solar Cycle 24 rises at a lower level of activity 

during the ascending phase. Fig. 1 shows the variations in 

both the parameters. From the Fig.1 it is cleared that (i) 

SSN and SSA solar indices never peak at the same time, 

and the SSN peaks earlier than the SSA; (ii) however, the 

SSA and SSN develops with the same magnetic field 

variations on the photosphere of the Sun and the magnetic 

field strength increases according to the ascending epochs. 

An understanding of complexity in the periodicities of the 

SSA and SSN may provide insight into the complex 

dynamics of the solar magnetic field in the two 

hemispheres. 

 



82 Satish Kumar Kasde et al.:  Analysis of Sunspot Time Series During the Ascending Phase of Solar 

Cycle 24 Using the Wavelet Transform 

 

 

Fig. 1. The distribution of the sunspot number (upper panel) and sunspot area (bottom panel ) for the time interval 2008 January to 2013 May. 

The wavelet power spectra for sunspot area and sunspot 

number are calculated and shown in Fig. 2 with a cone of 

avoidance and contours enclosing regions of greater than95% 

confidence level. It was noticed that the spectral power is 

relatively weak at the short periods or at high frequencies. 

However, it is not difficult to locate some distinct dual-

patches of relatively higher contours at around scale factor 

(i.e. periods) of around 16 to 64 days from September 2010 

to May 2013. It is found that large variations at the time flow 

have a periodicity of around 27 day for both sunspot number 

and the sunspot area. The other small peaks cannot be 

considered from coincidence due to multiple testing [34]. 

The XWT and WTC are rendering the regions with high 

common power and make known information about the 

phase relationship between two time series. The WTC 

between SSN and SSA are shown in Fig. 4. Compared with 

the XWT a larger black contour stands out as being 

significant and all these area show phase relationship 

between SSA and SSN. The XWT and WTC have edge 

artifacts because the wavelet is not completely localized in 

time. It is therefore necessary to introduce a cone of 

influence (COI) in which the transformation suffers from 

these edge effects. The COI is defined so that the wavelet 

power for a discontinuity at the edges decreases by a factor 
2

e
−

 [34]. The thin black contour (inside COI) demonstrates 

the periods above 95% confidence level [40]. In these 

figures, arrows point to the right when processes are in phase 

and to the left when they are in anti-phase. If an arrows 

points up (down), then the first process leads (lags) these con 

done. The statistical significance of wavelet power can be 

assessed relative to the null hypothesis that the signal is 

generated by a stationary process with a given background 

power spectrum. The thick contour shown in figure 

designates the time series against red noise. 

The XWT shows that almost all arrows point to the right 

and indicate 27 day periodic time in the period-scale. It 

means the sunspot number and sunspot area are in phase in 

this area. Statistically it is found that the significant result 

that there liable results are located within the cone of 

influence and the arrows beyond the cone of influence are not 
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reliable. It is also noted that the arrows are fairly distributed 

in other periodic belts, implying strong phase mixing. The 

squared wavelet coherency is a measure of the intensity of 

the covariance of the two series in time-frequency space [40]. 

We have found that strong value of coherency in the period 

of 32-128 days of the epoch 2009-2012. All the sections 

show both the times series correlating to each other. By [48] 

shown that 27 days periodicity more pronounced during the 

descending phase than ascending phase of solar cycle. [49] 

have found the 27 days periodicity (with 13.5 days being its 

harmonic) in the dynamic parameters of the solar wind, Bx, 

By and the geomagnetic indices by both the wavelet analysis 

and the Lomb/Scargle periodogram. The rotational periodic 

of the Sun is expected to provide useful information about 

solar interior dynamics and mechanism of generation of the 

solar magnetic field and its emergence on the solar surface 

[16], [50]. [51] also predicted the values 112 of sunspot 

number for solar cycle 24, prior to 2011-2012 which is 

displayed in Fig.1 (upper panel). Solar cycle 24 has the lower 

amplitude than that of cycles 21, 22 and 23 which is 

consistent with the results obtained by [52] and [53]. [54] 

found the short-term periodicities in the daily data of the 

sunspot numbers and areas are investigated separately for the 

full disk, northern, and southern hemispheres during Solar 

Cycle 23 for a time interval from 1 January 2003 to 30 

November 2007 corresponding to the descending and 

minimum phase of the cycle. The wavelet power spectrum 

technique exhibited a number of quasi-periodic oscillations 

in all the datasets. In the high frequency range, we find a 

prominent period of interval 22–35 days in both sunspot 

indicators. 

 
Fig. 2. Wavelet power spectra (WTC): Daily sunspot tnumber (upper panel: fig.1) and sunspot area (bottom panel: fig. 1), with a cone of avoidance and 

enclosed regions of greater than 95% confidence level (thick black solid line). 

 

Fig. 3. Cross-wavelet spectra (XWT): Daily sunspot number and sunspot area with a cone of avoidance and enclosed regions of greater than 95% confidence 

level (thick black solid line). 
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Fig. 4. Wavelet coherence of (WTC): Daily sunspot number and sunspot area with a cone of avoidance and enclosed regions of greater than 95% confidence 

level (thick black solid line). 

4. Conclusions 

This paper deals with the wavelet cross-correlation 

analysis of the daily values of SSA and SSN. Our study 

covers the entire maximum phase and a major portion of the 

minimum phase of Solar Cycle 24 (period from January 2008 

to May 2013). For total sunspot number and sunspot area 

wavelet analysis detected a significant period of about 27 

days (solar orbit rotation). However, this period varies from 

16 to 64 days. This period is more stable than the other short-

term periods and appeared form September 2010 to May 

2013. With this periodicity, we have concluded that the solar 

cycle 24 also include the most remarkable period during the 

ascending phase. Here, the many periodicities are not 

considered due to the maximum peaks are below the 

significance level. Near 27 day periodicity is noticed in th 

sunspot number [55], [56], [57] and in the sunspot area [57]. 

It is also detected in the different following solar activities 

CaK plage area [58], globally averaged coronal radio fluxes 

[59], [60], [61] and in the coronal mass eejection (CME) 

activity during Solar Cycle 23 [62]. [63] revealed the 27 days 

periodicity is present almost in their analysis using the 

wavelet technique on the daily data of sunspot numbers 

covering the Solar Cycles 10-23. 

The results of this work clearly demonstrate that there 

exists a strong correlation around the year 2012. In 

conclusion we have found evidence for a 27 day periodicity 

in both the sunspot area and sunspot number during the 

ascending branch of solar cycle 24 and a very weak evidence 

for the fundamental period reported by [48]. This may arise 

because of different characteristics of the current cycle. For 

the exact conclusion we have to wait until the end of cycle 

24. However, the strong magnetic fields in sunspots are not 

necessarily unstable. It is worth noting that the same time 

interval similar periodicities exist in the SSA and SSN. The 

continuous wavelet transforms of the two time series show 

that the 16-32 periodic range are statistically significance for 

short-term periodicities. The cross wavelet transform of the 

two time series shows that there is an area with high common 

spectral power, located at the 16-64 periodic belts, where the 

two time series are in phase. The cross wavelet transform 

(XWT) confirms the results given by wavelet coherence 

(WTC), but WTC is found more suitable to find a coherent 

oscillation of the two time series than XWT. This analysis 

reveals that the Solar Cycle 24 has only mid range periodicity 

which can predict that this cycle has minimum amplitude 

than others. 
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Abstract 
 

Very Low Frequency (VLF) disturbances like whistlers and hiss are non-stationary in 

nature. They are the points of sharp variation such as singularities in VLF signal, 

which usually carry the most important information about these disturbances. The 

qualitative analysis of the various transients in VLF signals helps us to detect and 

characterize the nature of these transients and related phenomenon. For the analysis of 

these disturbances, we have tried to detect the irregularity in the signal using the 

wavelet transform modulus maxima (WTMM) algorithm as it gives a reliable 

multistage representation of the signal. The results show that WTMM method is very 

efficient and suitable for detection of occurrence time of VLF signal disturbances and 

extraction of the characteristic points of the VLF signal for the identification of many 

important signatures present in VLF signal. 

 

Keywords – VLF transients, Wavelet Transform Modulus Maxima, Noise 

Suppression. 

 

 

I. INTRODUCTION 

VLF transients like whistlers and Hiss are considered to be very effective tools for the 

analysis of various phenomena related to magnetosphere and plasmasphere [1-4]. 

Whistler mode waves play significant role in precipitation of energetic particles in 

connection with auroral pulsations [5]. Whistlers are capable of attenuating some 

portion of naturally occurring noises [6]. Interaction between energetic electrons and 

whistlers-mode waves, in particular, had been suggested as being a primary indicator 

in determining the morphology of radiation belts [7]. The frequency spectrum of hiss 
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emissions is irregular in structure and intensity. Thus, a detailed understanding of the 

generation, propagation and maintenance of modulating hiss emissions is important 

problem in magnetoshperic physics. 

For the spectral analysis of such types of emissions Fast Fourier Transform 

(FFT) based spectrograms are commonly used. Spectrograms are unable to detect 

accurately the onset and end of sustained events like points of sharp disturbances or 

singularities generated by various geophysical processes [8]. Therefore it becomes 

mandatory to define a representation that can be adopted to extract the characteristic 

features of these disturbances.  

Singularities detection by the WTMM representation has proved to be very 

beneficial in the last few decades [9 – 12]. The core theme of this work is to discuss 

the theoretical formulation of the WTMM technique and present some results related 

with whistlers and Hiss observed by onboard DEMETER satellite 

 

 

II. THEORETICAL FRAMEWAORK 

The wavelet transform of VLF transients associated to the mother wavelet is 

defined as 

 

 

 

The wavelet transform  is a function of the scale  and position 

(time)  . It measures the variation  in in the neighborhood of position, whose 

size is proportional to the scale factor  . The point is defined to be a modulus 

maxima, if  is a local maximum .i.e. if 

 

 

 

and if  is strictly increasing to left of  or strictly decreasing to right of 

. A connected curve  in the scale space plane is called a “Maxima Line” if  

implies  is a modulus maximum. For each Modulus maxima there is at least one 

curve that locally intersects the points . In order to estimate the time at which 

the singularity occurs, the following equation has been defined 

 

  (3) 

 

The calculated value of  corresponds to the approximate time of 

disturbances occurrence. Some time these values are affected by overall trends and by 

noise introduced by the high frequency components of the signals [13]. The final 

result of analysis is a characteristics vector of the same length as the original signal. 

The resulting characteristics vector indicates the time when a singularity was detected 

and its weight defined by propagation of the corresponding maxima line  
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III. RESULTS AND ANALTSIS 

The block diagram depicted in Fig. 1 is proposed to study the VLF disturbances. VLF 

transients analyze in this work are observed by DEMETER satellite during February, 

2009 Indonesia earthquake. The waveforms and spectrograms of transients (Hiss and 

Whistlers) are illustrated in Fig. 2 and Fig. 3. Transients are normalized by using 

appropriate wavelet filter. They are then denoised and reconstructed using WTMM. 

To denoised the signal appropriate threshold level is achieved by modified version of 

Universal threshold [14] stated as: 

 

    (4) 

 

Where  is the number of sample and  is calculate by median mirror filter.  

 

 
 

Fig. 2 Block diagram of the proposed method for the identification and 

localization the VLF signal disturbance 

 

For detecting the exact location of disturbance, the reconstructed signal is 

decomposed by the Multi Stage Decomposition (MSD) algorithm [15]. The spectral 

frequency band of MSD detail coefficients at various levels of decomposition for 

Signal observed 

Normalization of Signal 

Dyadic WT of normalized 

signal 

Noise estimation and 

thresholding 

Calculate the MM of 

dyadic WT 

Reconstruction of signal 

by MM of DWT 

Localization of 

Disturbance 
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sampling frequency  is given in table 1.  

 

Table – 1 

 

SN Detail coefficient Frequency bands (in kHz) 

1. d1 (40-20) 

2. d2 (20-10) 

3. d3 (10-5) 

4. d4 (5-2.5) 

5. d5 (2.5-1.25) 

6. d6 (1.25-0.625) 

 

 
 

Fig.2 Waveform of VLF Hiss emission observed by DEMETER satellite (Upper 

panel) and its spectogram (Lower panel). 

 

 
Fig.3 Waveform of VLF Whistler emission observed by DEMETER satellite 

(Upper panel) and its spectogram (Lower panel) 

 

A.  VLF signal with Hiss emission 

Hiss emission is a special kind of disturbance produced in the VLF signal generated 

as a result of lighting, tornado and sometimes also due to earthquakes and volcanic 

eruptions. It is considered to be random and turbulent in nature. The ground and 
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satellite ELF/VLF measurements indicate that the chorus is frequently accompanied 

by a back ground of hiss [16 – 18]. In Fig. 4, WTMM spectrum of VLF Hiss with the 

maxima curve is shown. Presence of large numbers of maxima curves indicates the 

highly turbulent nature of hiss and also the presence of unwanted noises of less 

physical importance. 

 

 
 

Fig. 4 WTMM curve of VLF Hiss. 

 

The waveform of reconstructed hiss along with modulus maxima curves is 

given in Fig. 5. It shows less noise as compare to signal observed. Hence the signal 

disturbances can easily be identified. It is observed that the signal is highly disturbed 

between the ranges 1200-1400, which in turn is the most evident region of signal 

disturbances. 

 

 
 

Fig. 5 Waveform of VLF Hiss emission reconstructed by WTMM method (Upper 

panel) and its WTMM curve (Lower panel) 

 

Thus it can be concluded that the some part of the hiss signal is highly 

turbulent and incoherent, whereas some parts indicate the presence of monochromatic 

wave. Many authors have also confirmed this result with the fine resolution spectral 

analysis [18 – 19]. They have found that some parts of hiss are highly incoherent; on 

the other hand some indicate the presence of wavelets or monochromatic wave 
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components with considerable duration near the upper edge of the hiss band. Hattori 

[21] proposes that if the intensity and duration of the wavelet is sufficiently large, 

they produce chorus type noise. It is very important for the modeling of chorus events. 

 

 
 

Fig. 6 Identification and localization of disturbance in VLF Hiss emission using 

Haar wavelet at Level 6. 

 

Discrete Wavelet Transform (DWT) is used to detect the exact location of 

disturbances in VLF signal (Fig. 6). It contains the wavelet coefficients of various sub 

bands. Wavelet coefficients with high values indicate the VLF disturbance events. 

The wavelet detail coefficient shows the exact location of disturbance and its 

amplitude. The small magnitude coefficients line at position 1400 indicates a small 

change in amplitude before and after this position and at position 1200 the coefficient 

line has large magnitude, indicates rapid changes in the VLF signal amplitude. It can 

be evidently seen that the signal is highly disturbed in the frequency range of 20-10 

kHz. The other points of coefficient are smooth thus indicating that the signal 

follows some regular pattern in those periods without having noise. 

 

B.  VLF whistler emission  

 

 
 

Fig. 7 WTMM curve of VLF Whistlers 

 

Whistlers are electromagnetic impulses generated by lighting that have their 

frequency time spectrum modified as a result of dispersive propagation over very long 

path [22]. Fig. 7 is the WTMM spectrum of Whistler (as given in Fig. 4) with large 

numbers of maxima lines. The results of analysis are given in Fig. 8 and Fig. 9.  
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Fig. 8 Waveform of VLF whistler emission reconstructed by WTMM method 

and its WTMM curve (Lower panel) 

 

It is found that VLF signal noises are suppressed after the occurrence of 

whistlers. The natural noise suppression by whistler is a relatively common 

magnetospheric phenomenon related to wave-particle interaction. Determination of 

onset and recovery times for the suppression effect were subject to uncertainty since 

most events showed suppression before the arrival of the 3-hop whistler and the onset 

was almost always obscured by the presence of multipath whistler traces or whistler 

triggered emissions[6]. Measurements of the recovery time were similarly 

complicated due to activity fluctuations, which made determination of the recovery 

point difficult. To overcome this problem DWT is used, which showed in Fig. 9. It 

gives exact time of onset and recovery time of Whistlers suppression events and also 

shows that signal has highly disturbed in frequency band 20-10 kHz. 

 
Fig. 9 Identification and localization of disturbance in VLF whistler emission 

using Haar wavelet at Level 6. 
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VI.  CONCLUSION 

In this paper, a method for VLF signal disturbance identification and localization 

using Wavelet transform modulus maxima and wavelet decomposition is proposed. 

WTMM detects the singularities of VLF signal by eliminating the unwanted noise. 

We found that the inner decomposition level of VLF signal is normally adequate to 

detect and localize any disturbance in signal. In order to increase the classification 

performance, features extraction is a pre-processing for removing the redundant 

information substantially without sacrificing significant information. In this work we 

transfer the VLF signal to the space-scale plane by using Wavelet Transform to 

extract important spectral features. The wavelet transform can focus on localized 

signal structure with scaling and dilation of a wavelet. The disturbances in VLF signal 

are thus detected automatically by WTMM. 
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Abstract: A number of papers have reported on anomalous variation in ionospheric foF2 parameter and/or 

ionospheric total electron content (ITEC) in the vicinity of earthquake’s epicenter few days prior to the 

earthquake. In this work empirical dependency for the seismo-ionospheric disturbances relating the earthquake 

magnitude and the epicenter distance are obtained. They have been shown to be similar to those obtained 

earlier earthquakes. The dependences indicate the process of spreading the disturbance from the epicenter 

towards periphery during the earthquake preparation process. Large lead times for the precursor occurrence 

(up to 34 days for M=5.8–5.9) tells about a prolong preparation period. It is shown that different analyses of 

observed foF2 values lead to different conclusions regarding possible ionospheric precursors. Here we analyze 

the foF2 and ITEC observations over Greece prior to the three very large earthquakes of January 08, 2006, 

February 14, 2008 and June 08, 2008, using the wavelet based techniques. 

Keywords:Wavelet Transform, ionospheric anomalies and foF2 parameter 

 

I. Introduction 
 Earthquake is still an unpredictable natural disaster up to now, although there have been increasing 

interests in studying the ionospheric anomalies prior to earthquakes during the last three decades. Observation of 

ionospheric anomalies related to earthquake by ground-based equipment is a beneficial attempt to explore the 

impending earthquake prediction. The book of Ionospheric Precursors of Earthquakes, written by Pulinets and 

Boyarchuk [1], summarizes a large number obvious disturbance of the critical frequency observed by the 

ground-based ionospheric vertical sounding a few days before the quake.   

 Scientists observed anomalies appearing in electron densities of the ionospheric F-region few days 

before the strong earthquakes [2-3]. Liu et al. examined the ionospheric plasma frequency (or electron density) 

recorded by a local ionosonde and found that the critical frequency of the F2-peak (foF2), significantly 

decreased few days prior to       earthquakes in the Taiwan area between 1994 -1999 [3]. Ionosondes have 

been the most popular instrument probing the ionospheric electron density for more than seven decades [4]. 

Many results show anomalous behavior of ionospheric foF2 parameter few days before earthquake [5-12]. Xu et 

al. briefly present the observations of the giant perturbations in the ionosphere foF2 parameter prior to the 

Wenchuan earthquake and introduce the network of ground-based high-resolution ionospheric observation 

(GBHIO), using vertical and oblique ionosondes for monitoring seismo-ionospheric anomaly [13]. 

 The goal of this work is not to explain the possible connection between ionospheric anomalies and 

earthquakes, since this is still under debate in the scientific community. Our first goal is to demonstrate the 

variation of ionospheric foF2 parameter and Ionospheric Total Electron Content (ITEC) during earthquake 

occurred at Greece. Secondly, we shows some new results from the unpublished data and increase the reliability 

of the results of the farfield sites in the previous studies using Wavelet based techniques. The result shows some 

unusual perturbations foF2 and ITEC some days before the main shock. This anomalous behavior of 

perturbations may be used as earthquake precursor. 

 

II. Wavelet Analysis 
General overview of Wavelet analysis may be found in [14-16]. Wavelet analysis uses a time localized 

oscillatory function as the Mother Wavelet. Using the Mother Wavelet function )(t  the continuous wavelet 

transform of ionosphric parameter )(tf  is defined as:- 
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Where, 

a =dilation parameter 

 b = translation parameter 
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 = complex conjugate of )(t  

To ensure the existence of inverse wavelet transform mother wavelet satisfy the condition of admissibility given 

by- 
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Where )(F = Fourier transform of )(t  

The signal )(tf may be synthesized or reconstructed by an inverse wavelet transform of ),)(( bawf as defined 

by  
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 In practice discrete wavelet transform is used in which the dilation parameter a and the translation 

parameter b  are discrete. These procedures become much more efficient, if dyadic values of parameters a and 

b are used.  

                       
kba jj 2,2  Zkj ,                          …………………… (4) 

Where Z = set of positive integer  

For a special cases of )(t , corresponding discretized wavelets )(tjk is used, which is given by 

                          
)2(2)( 2 ktt j

j

jk                            ……………………. (5) 

Which constitute an orthogonal basis for )(2 RL [15], [17-18] 

 In discrete wavelet transform a signal can be represented by its approximations and details. The details 

at level j are defined as: 

                        



Zk

jkjkj taD )(                           …..……...………… (6) 

and approximation at this level  

              



Jj

jj DA                                  ……………………. (7) 

Its become obvious that  

       jjj DAA 1  

        And 



Jj

jj DAtf )(                               …………..………... (8) 

These equations provide a tree structure of a signal and also a reconstruction process for the signal. 

 

 

III. Data Selection 
 In this study data of ionospheric foF2 parameter and ionospheric total electron content (ITEC) were 

taken from NOAA’s National Geophysical Data Center (NGDC) available online at www.ngdc.noaa.gov. For 

the proper selection of Ionosnde station famous Dobrovolsky equation was used in this work. Analytically 

written as [19]: 

                                                                                  ρ =10
0.43M 

km                                         …………………. (9) 

              

 Where ρ is the radius of the earthquake preparation zone and M is the magnitude. The validity of the 

Dobrovolsky’s formula for estimating the size of a modified area in the ionosphere before earthquakes used [20] 

and [21]. 

 We have select three earthquakes near Athens ionosnde station for the study.The characteristics of 

these earthquakes were summarized in Table -1. 

 

 

 

 

http://www.ngdc.noaa.gov/
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Table-1 

Characteristics of Earthquakes 

SN Earthquake Date Epicenter Time M 
Depth 

(km) 

Name of nearest 

Ionosonde station 

Distance between 

epicenter and 

Ionosonde station 

1 

 

Greece-

southern 
08/01/2006 36.30°N,23.36°E 11:34:55 6.8 66 

Athens 

38°N,24°E 
197 km 

2 
Greece- 

southern 
14/02/2008 36.64°N,21.83°E 10:09:23 6.9 29 

Athens 

38°N, 24°E 
200 km 

3 

 

Greece-

peloponnese 
08/06/2008 38.02°N,21.46°E 13:25:00 6.4 16 

Athens 

38°N, 24°E 
222 km 

 

 In order to classify the effect of geomagnetic activity on considered parameter during the earthquake 

geomagnetic Dst index should be checked. It is collected from WDC Kyoto, Japan and OMINI web data server. 

According to international classification the geomagnetic disturbance classified as a magnetic storm if the Dst 

index exceeds the value of -51 nT [22]. The variation of Dst index for the month of January 2006, February 

2008 and May 2008 are shown in Fig. 1. It was noticed that for all earthquake Dst values were below the 

threshold level. 

 
(a) 

 
(b) 
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(c) 

Fig. 1 Daily variation geomagnetic Dst Index for the moth (a) January, 2006 (b) February, 2008 and (c) 

June, 2008 

 

IV. Case Study And Results 
 Analysis of ionospheric parameters revealed some anomalous common feature of ionospheric 

variability few days before main shock. These anomalies are expressed in terms of variation in ionospheric foF2 

parameter and Ionospheric Total Electron Content (ITEC). We present three cases of earthquakes in which 

ionospheric perturbations were observed. Results related to these earthquakes are described below. 

 

1.1 Greece – Southern Greece Earthquake occurred on January 08, 2006 

 The earthquake discussed took place on January 9, 2006, at 1:34 pm local time in Southern Greece 

(36.30°N, 23.36°E). Its depth was 66 km and the magnitude was M = 6.8.  Variation in foF2 (upper panel) 

parameter and ITEC (lower panel) was illustrated in Fig. 2. Discrete Wavelet Transform (DWT) of foF2 

parameter and ITEC were given in Fig. 3 (a) and Fig. 3 (b) respectively. In figure upper panel shows the 

variation in parameter middle and lower panel shows the variation in wavelet detail coefficient and values of 

selected wavelet coefficient on 2D graph. It gives abrupt change in ionospheric parameter six day (i.e. January 

04, 2006) before the earthquake. The Continuous Wavelet Transform (CWT) displays the scale-dependent 

structure, so that the CWT provides a view of the frequency versus time behavior of the signal and therefore has 

great potential as a preliminary tool for investigating wideband, non-stationary or other types of signals having 

time-dependent spectral characteristics. Fig. 4 (a) and 4 (b) shows the step by step mode of continuous wavelet 

1-D of foF2 and ITEC parameter. It is found that both parameters exhibit highly non-stationary nature before the 

earthquake. 
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Fig. 2 Variation of ionospheric foF2 parameter and ionospheric Total Electron Content (ITEC) during 

Southern Greece Earthquake occurred on January 08, 2006 

EQ  

EQ  
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Fig. 3 (a) Discrete Wavelet Transform of Ionospheric foF2 parameter during Southern Greece 

Earthquake occurred on January 08, 2006 

EQ Precursor 

EQ Precursor 

EQ Precursor 
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Fig. 3 (b) Discrete Wavelet Transform of Ionospheric Total Electron Content (ITEC) during Southern 

Greece Earthquake occurred on January 08, 2006 

EQ Precursor 

EQ Precursor 

EQ Precursor 
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Fig. 4 (a) Continuous wavelet transform of Ionospheric foF2 parameter during Southern Greece 

Earthquake occurred on January 08, 2006

 
 

Fig. 4 (b) Continuous wavelet transform of ionospheric Total Electron Content (ITEC) during Southern 

Greece Earthquake occurred on January 08, 2006 

 

1.2 Greece-Southern Earthquake occurred on February 14, 2008 

 Strong and dangerous earthquake with recorded magnitude of 6.9 struck Southern Greece (36.646°N, 

21.833°E) on February 14, 2008 at 10:09:23 UTC. It was depth 29 km. Anomalous variation in foF2 and ITEC 

observed before six days from the main shock. Fig. 5 shows the variation of ionospheric foF2 parameter and 

EQ Precursor 

EQ Precursor 

EQ Precursor 

EQ Precursor 
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ITEC. Fig. 6 to 7 shows the wavelet analysis variation pattern for foF2 parameter and ITEC. Its was noticed that 

these parameters shows highly abnormal behavior at February 07, 2008 seven day before the main shock and it 

was also noticed that the signal shows non-stationary behavior during this time. 

 

 
Fig. (5) Variation of ionospheric foF2 parameter and ionospheric Total Electron Content (ITEC) 

using Southern Greece Earthquake occurred on February 14, 2008 

EQ 

EQ 
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Fig. 6 (a) Discrete Wavelet Transform of Ionospheric foF2 parameter during Southern Greece 

Earthquake occurred on February 14, 2008 
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Fig. 6 (a) Discrete Wavelet Transform of Ionospheric total electron content (ITEC) parameter 

during Southern Greece Earthquake occurred on February 14, 2008 
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Fig. 7 (a) Continuous wavelet transform of Ionospheric foF2 parameter during Southern Greece 

Earthquake occurred on February 14, 2008 

 
Fig. 7 (b) Continuous wavelet transform of Ionospheric total electron content (ITEC) parameter during 

Southern Greece Earthquake occurred on February 14, 2008 
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V. Greece-Peloponnese Earthquake Occurred On June 08, 2008: 
A strong earthquake measuring 6.4 magnitudes on the Richter scale took place on June 08, 2008, at 

13:25 UT in Peloponnese Greece (38.029°N, 21.464°E). Its depth was 10.5 km.Variation of ionospheric foF2 

and ITEC parameters are shown in Fig. 8. The result of analysis was illustrated in Fig. 9 for discrete wavelet 

transform and Fig. 10 for continuous wavelet transform. Its shows highly abnormal behavior at June 01, 2008 

seven day before the earthquake and it is also noticed that the signal shows non-stationary behavior during this 

time. 

 

 
Fig. 8 Variation of ionospheric foF2 parameter and ionospheric Total Electron Content (ITEC) during 

Peloponnese Greece Earthquake occurred on June 08, 2008 

EQ 

EQ 
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Fig. 9 (a) Discrete Wavelet Transform of Ionospheric foF2 parameter during Peloponnese Greece 

Earthquake occurred on June 08, 2008 
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Fig. 9 (b) Discrete Wavelet Transform of ionospheric Total Electron Content (ITEC) during Peloponnese 

Greece Earthquake occurred on June 08, 2008 
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Fig. 10 (a) Continuous wavelet transform of Ionospheric foF2 parameter during Peloponnese Greece 

Earthquake occurred on June 08, 2008 

 
 

Fig. 10 (b) Continuous wavelet transform of Ionospheric foF2 parameter during Peloponnese Greece 

Earthquake occurred on June 08, 2008 
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VI. Discussion And Conclusions: 
 In this work the features of seismo-ionospheric variations registered by ground - based techniques that 

appear before the earthquakes have been demonstrated. These variations include the variation in ionospheric 

foF2 and ITEC parameters. The ionosonde measurements show ionospheric perturbations after the occurrence 

of the main shock. Also, these variations were independent of geomagnetic storm as the Dst values were quiet or 

moderate during these days with no geomagnetic storm during this period. The ITEC and foF2 measurements 

confirm that the ionosphetere was disturbed some days before the earthquake at greater distance from the 

epicenter. The ionospheric variations have been observed during the earthquakes using different parameters 

ITEC and foF2 obtained from different techniques. The area of the variations of ionospheric parameters is of the 

same order of magnitude as size of the earthquake preparation zone on the ground surface [19]. Thus the present 

detection of anomalies during the earthquakes leads us to believe that coordinate measurements of ground based 

observations of ionospheric parameters can help in reliable detection of ionospheric precursors with more 

observations obtained from several stations. 

 The ionospheric perturbations observed in the F-layer are the most important ones as it is the most 

dense and most dynamical layer of the ionosphere. Pulinets used the data of Alouette-1 and Intercoms -19 

satellites to study the variation in the critical frequency of F2 layer during earthquake [2]. They reported the 

formation of large - scale irregularities of electron concentrations in F2 region of the ionosphere during the 

preparatory phase of destructive earthquakes. The ground based ionospheric measurements using ionosonde 

shows strong anomalous disturbances in the ionosphere near the earthquake epicenter. The anomaly in the foF2 

data was found before three to nine days from the main shock. Chen et al. analyzed the foF2 data associated 

with M > 5 earthquakes and found the chance of observing the precursor within five days prior to the 

earthquakes [23]. The ionospheric precursors of earthquake and reported observed precursors some days prior to 

the main shock [1], [3]. The main cause of above observed ionospheric anomalies might be due to the upward 

propagation of seismogenic electric fields, which are initially generated near the surface of the earth during the 

earthquake preparation period [24]. This dynamical process modified the height distribution of electric 

conductivity and induced the additional electromotive force in the lower ionosphere by the closed global electric 

circuit in the earth ionosphere system. This modification leads to perturbation in the F- region ionosphere; so as 

to change in ITEC and foF2 values. This anomalous behavior may be used as earthquake precursors. 
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